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Series editors’ preface

In 2021, when one of us proposed to invoke human rights to protect the non- use of 
the Internet, or at least a degree thereof,1 such a proposition was probably received 
as a bit mischievous. Yet, just a few years later, as society has become more and 
more dependent on the Internet, already a considerable body of earnest scholar-
ship,2 political debate, legislative effort and jurisprudence has addressed the right 
not to use the Internet, however conceptualised and termed. This multidisciplinary 
edited volume fits squarely in these debates as it offers a pioneering, timely and 
rich analysis of this right. The present book might equally be a voice in a much- 
needed debate on the boundaries of (new, emerging) technologies –  such as artifi-
cial intelligence –  in society and individual lives. We are hence pleased to include 
it in our book series.

During the gestation of this book, also acting as its co- editors, we have enjoyed 
many thought- provoking discussions with many authors and we have reflected on 
their chapters. Although diverse opinions emerged in this book, we now perceive 
the non- use of the Internet as a human right in the making, to be accommodated 
with other rights, interests, needs, desires, etc., possibly with the help of the prin-
ciple of proportionality.3 It is conventional wisdom that once a need for a new 
human right is established, it requires careful crafting.4 Thus, we believe that 
legislators, policymakers, magistrates and judges –  at national, supranational and 
international levels –  will find this book useful in better understanding the subject 
matter and informing their policies and decisions in this context. Given its signifi-
cant influence on the regulation of technology worldwide, Europe could promote 
its values, and shape policies and practices also in this area.5 Exportable examples 
thus far include the employee’s right to disconnect after working hours, granted in 
some Member States of the European Union,6 or a constitutional droit à l’intégrité 
numérique in the Swiss canton of Geneva.7 Similarly, we wish for this book to 
inspire fellow researchers, journalists, civil society organisations, etc. in their 
investigations, commentaries or advice.

We furthermore expect that the right not to use the Internet –  or, perhaps, the 
right not to use a technology –  will soon cause even more interest, both in academic 

 

 

 

 

 

 

 

 

 



xii Series editors’ preface

and professional circles. Hence, we invite prospective authors and/ or editors to 
submit their proposals for subsequent volumes in our book series on ‘Current 
Debates in European Integration’.

Elżbieta Kużelewska
Dariusz Kloza8

Białystok –  Brussels, January 2025

Notes

 1 Dariusz Kloza, ‘It’s All About Choice: The Right Not to Use the Internet’ (2021) 
Völkerrechtsblog https:// voelke rrec htsb log.org/ its- all- about- cho ice.

 2 Possibly informed by disconnection studies and movements such as digital detox or 
deep work. Cf., e.g., Mariek M. P. Vanden Abeele and others, ‘Why, How, When, and 
for Whom Does Digital Disconnection Work? A Process- Based Framework of Digital 
Disconnection’ (2024) 34 Communication Theory 3; Dariusz Kloza, ‘A Behavioural 
Alternative to the Protection of Privacy’ in Dan Jerker B. Svantesson and Dariusz Kloza 
(eds.), Trans- Atlantic Data Privacy Relations as a Challenge for Democracy (Intersentia 
2017) https:// doi.org/ 10.5281/ zen odo.5121 331; Joao Batalheiro Ferreira, ‘Exhausted and 
Not Doing Enough? The Productivity Paradox of Contemporary Academia’ (2022) 8 She 
Ji 181 http:// dx.doi.org/ 10.1016/ j.sheji.2022.05.001.

 3 Jacco Bomhoff, ‘Proportionality’ in Jan M. Smits and others (eds.), Elgar Encyclopedia 
of Comparative Law (Edward Elgar 2023) www.elga ronl ine.com/ view/ book/ 978183 9105 
609/ b- 978183 9105 609.prop orti onal ity.xml

 4 Andreas von Arnauld, Kerstin von der Decken and Mart Susi (eds.), The Cambridge 
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 5 Anu Bradford, The Brussels Effect: How the European Union Rules the World (Oxford 
University Press 2020); Lee A. Bygrave, ‘The “Strasbourg Effect” on Data Protection in 
Light of the “Brussels Effect”: Logic, Mechanics and Prospects’ (2021) 40 Computer Law 
& Security Review 105460.

 6 E.g., Belgium –  cf. Articles 29– 33, Loi du 3 octobre 2022 portant des dispositions diverses 
relatives au travail /  Wet van 3 oktober 2022 houdende diverse arbeidsbepalingen.

 7 Article 21A, Constitution de la République et canton de Genève.
 8 This preface contains solely my personal views and not those of any organisation I may 

be affiliated with.
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Introduction1

Dariusz Kloza, Elżbieta Kużelewska, Eva Lievens and 
Valerie Verdoodt

Can people be forced to use the Internet to exercise their rights or fulfil their duties? 
This burning question emerges in the aftermath of the recent public health crisis 
where the reliance on the Internet and other (new or emerging) technologies has 
soared, often nudged or (de facto) coerced by both state and private actors. To 
address this intriguing development, some commentators have recently invoked 
fundamental/ human rights2 as an appropriate means either to protect and promote 
the individual choice not to use such technologies or to acknowledge the individual 
inability to use them; the latter due to unaffordability or unavailability of tech-
nology, or the lack of necessary skills.3 Proponents often assert that human rights 
law not only offers the highest level of protection by reflecting the most important 
values in society but also continually evolves to address new challenges and cater 
to the evolving needs and wishes of individuals and communities.

The modern plea to protect non- use starkly contrasts with more than decade- old 
calls to safeguard the use of technologies such as the Internet under the banner 
of human rights; these calls have already been discussed extensively and a few 
of them have even made it to the legal realm.4 At the same time, this plea starkly 
contrasts with the fierce efforts to close the so- called digital divide;5 furthermore, 
non- use often comes at a price and runs against the efficiency or convenience of 
the functioning of a state or an organisation (e.g., a need to offer some analogue 
alternatives to digital services).

However, the proposition to safeguard the non- use of such technologies through 
human rights has not yet been conceptualised nor comprehensively analysed. It 
brings to the fore profound consequences for democracy, the protection and pro-
motion of human rights and the rule of law (Rechtsstaat), and thus merits academic 
attention. In this pioneering edited volume, we explore protecting the non- use of 
a single technology –  the Internet –  through human rights. We aim to contribute to 
closing the research gap while offering insights for policymaking and –  possibly –  
law reform.

To achieve our goal, this book is organised into 15 chapters, divided into 
two parts. Part I explores the conceptual aspects of the prospective human 
right not to use the Internet. More specifically, it looks at the rationale, role and 
functioning of such a right, including an ethical perspective. The prospect of legal 
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2 The Right Not to Use the Internet

recognition –  whether as a new, standalone right or one derived from existing rights 
(e.g., through the doctrine of human rights as ‘living instruments’)6 –  necessitates 
a debate on the very understandings, the extent of protection thus far stemming 
from human rights legal instruments and jurisprudence of senior courts as well as 
its coherence with existing rights.

Part II analyses the (legal) consequences of the human rights protection of the 
non- use of the Internet, frequently from a national perspective, in various contexts, 
such as legal practice, criminal justice, public administration, healthcare, education 
and entertainment. It also considers the implications for various vulnerable groups, 
such as children and the elderly.

The authors featured in this volume originate largely from academia, spanning 
various levels of seniority, and from legal practice. While we aimed to embrace 
diverse perspectives, the book predominantly showcases viewpoints from law, 
political science and philosophy. As such, it primarily targets fellow researchers 
as well as policymakers, judges and non- governmental organisations at national, 
supranational and international levels. Although our focus primarily centres on 
Europe, due to its advanced system of protection of human rights, we aim for the 
analysis and findings to hold universal relevance.

This book received funding under the Weave programme from the National 
Science Centre, Poland (NCN) in the OPUS LAP 26 call (agreement No. 
UMO- 2023/ 51/ I/ HS5/ 01417) and from the Fonds Wetenschappelijk Onderzoek 
Vlaanderen –  Research Foundation Flanders, Belgium (FWO) (agreement No. 
G000325N). It has been published in open access with the financial support of the 
Polish Minister of Science under the Regional Initiative of Excellence programme.

Notes

 1 This introduction contains solely my personal views and not those of any organisation 
I may be affiliated with (DK).

 2 Although this distinction is not watertight and these terms are frequently used inter-
changeably, ‘fundamental rights’ typically form a part of national constitutional law and 
‘human rights’ –  a part of international law.
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1  Ethical meditations for a human right 
to an analogue life1

Georgios Terzis

1.1 Introduction

This chapter examines the intricate ethical dimensions surrounding the right to 
be excluded from the Information Society (IS) and maintain the choice for an 
analogue life in the context of the rapidly evolving information age. The IS, 
characterised by extensive digital connectivity and technological advancements, 
presents both advantages and challenges. As detailed in the foundational, as well as 
more recent literature review, the IS represents a web of inequality, shaped by inter-
woven social, economic, cultural and geographical factors that creates an inequit-
able access to technology broadly termed as the ‘digital divide’ (Van Dijk, 2006). 
Literature also suggests that individual hesitancy towards technology, whether due 
to fear, scepticism or a lack of perceived benefit, needs addressing (Ragnedda and 
Muschert, 2013).

While IS offers improved communication, access to knowledge and economic 
opportunities, it also raises concerns related to privacy, data protection, social 
equity or individual autonomy, among others. The latter has led to a number of 
recent ‘opposition movements’ in several countries. There is intensifying oppos-
ition to, for example, the Bruxelles numérique ordinance in 2024 that aims to 
digitise all administrative services. Opponents, including NGOs, social workers, 
unions and jurists, argued that the ordinance will exacerbate inequalities and dis-
crimination in a city where nearly half of the inhabitants struggle with digital tech-
nology (Laloux, 2023).

A noticeable trend also shows that individuals are increasingly seeking analogue 
experiences, such as attending unplugged retreats or spending time offline to focus 
on personal relationships, favouring traditional mediums like books, vinyl records 
and handwritten materials over digital alternatives. This preference underscores, 
for example, the European Economic and Social Committee’s (EESC, 2019) stance 
that the digital transition should incorporate analogue elements to be broadly 
accepted, cautioning against an over- reliance on digital replacements.

Examining this ethical conundrum, the chapter navigates through philosoph-
ical foundations, the issues of inclusivity to the IS and social consequences of the 
digital divide vis- a- vis those of individual autonomy and privacy considerations, 
and the balance between individual rights and societal interests (Aissaoui, 2021). 
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While recognising the potential productivity and other benefits and cost savings 
associated with digitalisation, the chapter contends that safeguarding individual 
freedom, even at a fractional cost of financial and social capital, is paramount in a 
democratic society.

The concluding remarks underscore the complex and multifaceted nature of 
the right to be excluded from the IS and to an analogue life. It calls for inclusive 
policymaking within ethical frameworks that strike a delicate balance between 
individual preferences and societal interests in an evolving digital landscape and 
eventually for the establishment of a human right to analogue life similar to the 
one recently enacted in the Constitution of Geneva – a droit à l’intégrité numérique 
(cf. its Article 21A). This invocation of a right to be excluded from the IS and an 
analogue life does not represent a Luddite retreat from technology, but rather a 
selective engagement on one’s own terms, resonating with the Cynic tradition of 
autonomy and asceticism. In this light, the right to exclusion becomes an essential 
counterbalance to the IS’s overreach, providing a necessary space for individuality, 
creativity and critical thought.

1.2 Information Society inclusion

1.2.1 Introduction

As the inclusion in the IS is an ideal, the concept of ‘digital divide’ denotes the dis-
parity among individuals, households, businesses or geographic regions at varying 
socio- economic strata concerning their access to information and communica-
tion technologies (ICTs) and their utilisation of the Internet for diverse activities. 
Policymakers, academics and civil society organisations have long argued that 
addressing the digital divide is vital for promoting –  inter alia –  economic devel-
opment, enhancing educational opportunities, fostering social inclusion, improving 
healthcare access, stimulating innovation and competitiveness and strengthening 
democratic participation.

In their analyses of the digital divide, Vassilakopoulou and Hustad (2023) con-
duct a systematic review of recent literature examining the factors influencing the 
digital divide and identifying emerging areas of division. They categorise factors 
affecting the digital divide into sociodemographic, socioeconomic, personal 
elements, social support, type of technology, digital training, infrastructure and 
large- scale events like COVID- 19. The review suggests potential new levels of 
the digital divide, including algorithmic awareness also related to digital vulner-
ability, dataveillance and data inequalities (Dymacz, 2023). Elsewhere, literature 
argues that a significant number of people are unable to read and write, and so the 
focus should be promoting basic literacy before turning our attentions to digital 
literacy, thus calling for a more holistic approach. Monahan (2001) and Hamelink 
(2015), among others, argue that the issue can be more accurately and holistically 
described as an ‘analogue divide’ or ‘development divide’ that the digital divide 
operates within and thus would never narrow if we do not address it also more hol-
istically in this context. Finally, other authors call for nuanced research that goes 
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beyond established determinants to explore variations within demographic groups 
and the impact of attitudes, beliefs and the quality of social support related to the 
IS (Vartanova, 2017) and question the fundamental premises to be or not to be 
included in the IS, as the next two sections will illustrate.

1.2.2 To be …?

1.2.2.1 Why digital inclusion can be beneficial

Academic and policy literature provides a variety of arguments why digital inclu-
sion is critical. First, it argues that economic development and innovation are 
fostered by the IS by expanding access to information, resources and markets as 
it enables individuals to participate in the digital economy, enhances productivity, 
entrepreneurship and creates employment.

Second, ICTs provide critical tools for social inclusion and equality, offering 
opportunities for individuals to improve their quality of life by providing access to 
social networks (Warschauer, 2004). Third, digital inclusion ensures that individ-
uals can be active participants in the political decision- making processes as infor-
mation and communication tools allow them to voice their opinions, mobilise for 
social causes and hold governments accountable (Shirky, 2011).

Fourth, education and lifelong learning through digital technologies provide 
opportunities for personalised learning, access to knowledge and digital literacy 
skills (Selwyn, 2010), while cultural diversity and creativity are enhanced through 
digital platforms that enable cultural expression and exchange through sharing heri-
tage and engaging in creative collaborations (Jenkins, 2006). As a consequence, 
policymakers and academics have argued that individuals would gain a broader 
perspective on global issues, promoting peace and mutual understanding by par-
ticipating in the global information network (Hamelink, 2015).

1.2.2.2 Where digital inclusion can be beneficial

In order to achieve the above, IS inclusion should be used across all sectors where 
ICTs are employed and should be focused on areas where the risk of exclusion is 
highest. The literature suggests the following areas and conditions for the applica-
tion of IS inclusion. First, education is a key area where IS inclusion is important 
from primary schools to higher education to allow all learners access to educa-
tional content and participate in digital learning (Warschauer, 2004; Education 
International, 2021).

Second, in the area of healthcare, there is a need for telemedicine and e- health 
services to be inclusive to provide access to health services to patients from diverse 
backgrounds, including the elderly and rural populations (Eysenbach, 2001). 
Third, the public services area involves creating inclusive e- government initiatives 
to allow all individuals to access official services and engage in the democratic 
process (West, 2004). Fourth, at the labour market, there is a need for digital inclu-
sion so that everyone, especially those from low- income or rural areas, can access 
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job opportunities, training and professional development, while rural and remote 
areas need particular attention as these areas often have limited ICT infrastructure. 
The aim should be to reduce the urban- rural digital divide (Salemink et al., 2017). 
Finally, financial services inclusion is crucial for accessing digital financial ser-
vices, including online banking and financial information (Manyika et al., 2016).

1.2.2.3 Who can benefit from digital inclusion?

The literature also provides a wide range of arguments of who should be the relevant 
and ‘legitimate’ stakeholders that could play a critical role in ensuring that the benefits 
of the IS are accessible to all. First, governments who are primarily responsible for 
creating policies and regulatory frameworks that promote IS inclusion by developing 
and implementing national strategies, investing in infrastructure and creating policies 
for digital literacy programmes (Van Dijk and Hacker, 2003). Second, international 
organisations like the United Nations (UN) and the International Telecommunication 
Union (ITU), as well as supranational organisations such as the European Union 
(EU) that play a crucial role in setting global agendas, fostering cooperation and pro-
viding guidance. They also have the capacity to track progress and encourage nations 
to invest in IS initiatives (Mansell and When, 1998).

Third, private sector companies are also crucial for driving innovation and 
providing the necessary technology and services for IS inclusion. They can also 
engage in public- private partnerships (PPPs) to develop affordable and accessible 
solutions for underserved populations such as the low- cost Aakash Tablets in India 
(Cullen, 2003; Sarvi et al., 2015). Fourth, civil society organisations, such as NGOs, 
advocacy groups and trade unions, can promote IS inclusion by raising awareness, 
providing training and ensuring that marginalised voices are heard, while local 
communities and grassroots initiatives are vital for understanding local needs and 
can be effective in tailoring inclusion efforts to specific contexts so that they are 
sensitive to local cultural and socioeconomic needs (Gurstein, 2003). Finally, fifth, 
educational institutions are also important players and can contribute to IS inclu-
sion by offering digital literacy and skills training (Selwyn, 2004).

1.2.2.4 What digital inclusion can be beneficial

The academic literature around IS inclusion pertains to various dimensions of what 
individuals and groups can access, use and benefit from ICTs. First, digital access 
inclusion refers to ensuring that individuals have access to the physical infra-
structure necessary to connect to the digital world, like the Internet, computers 
and mobile devices as well as content (Van Dijk, 2006), while digital skills inclu-
sion focuses on equipping individuals with digital literacy and training to enable 
them to engage with digital content and tools including artificial intelligence (AI) 
(Hargittai, 2002; Goralski, 2020).

Socioeconomic inclusion acknowledges the need to address IS inclusion dis-
parities related to income, education and socioeconomic status (Norris, 2001), and 
sociocultural and linguistic inclusion involves ensuring that the IS is inclusive of 
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different sociocultural backgrounds and linguistic groups and promotes the preser-
vation and representation of cultural diversity in the digital space (Graham, 2011; 
Warschauer, 2004). Jenkins (2006) also highlights the need for a participatory cul -
ture in the context of new media, where users are not only consumers but also 
content creators who contribute to and shape the development of IS. Moreover, 
inclusion of persons with disabilities involves designing technology and content 
that is accessible by following universal design (UD) principles and so inclusive to 
one of the groups most at risk of exclusion (Goggin and Newell, 2003).

1.2.2.5 When digital inclusion can be beneficial

The literature supports also several key arguments for the optimal timing and con-
text for deploying IS inclusion strategies. IS inclusion strategies are most effectively 
employed when they are integrated proactively into the planning and implementa-
tion stages of technology development and policymaking. First, incorporating inclu-
sion early in technological development reduces the risk of creating new forms of 
exclusion and helps design technologies that are accessible and usable for a wider 
range of populations (Schradie, 2011; Ragnedda and Muschert, 2013). Second, 
prioritising inclusion during the launch of digital education and health initiatives 
and e- government services ensures that citizens from all backgrounds have equal 
opportunities to benefit from e- learning and e- health technologies (Warschauer and 
Matuchniak, 2010; Azaare et al., 2024; Hollands, 2008; Kleine, 2010).

1.2.2.6 How digital inclusion can be beneficial

Finally, based on the literature, the following strategies are key to how to successfully 
implement IS inclusion. First, infrastructure development ensures that there is robust 
but also widespread ICT infrastructure (Servon, 2002) in order to serve the prin-
ciple of universal access. Second, inclusive policymaking is vital so that the views 
of all stakeholders, including those from marginalised communities, are incorporated 
(Munyoka, 2022). Third, UD principles need to be applied to ensure accessibility 
for users of all abilities (Scherer, 2005). Fourth, affordability issues like subsidies, 
financing plans or free access points in community centres can help bridge inclusivity 
gaps (Chinn and Fairlie, 2007). Fifth, monitoring and evaluation on an ongoing basis 
are important to ensure that inclusion strategies are meeting their intended goals 
and necessary adjustments could be made (Selwyn, 2004). Sixth, PPPs between 
governments, private companies, non- profits and community organisations can 
leverage resources and expertise for IS inclusion efforts (Marx, 2019).

1.2.3 … or not to be?

1.2.3.1 Why digital inclusion can be detrimental

The literature review also offers many counterarguments to the promotion of 
inclusion in the IS that centre on concerns about potential negative impacts, 

 

 

 

 

 

 

 

 

   

 

 

 

 

 

 



12 The Right Not to Use the Internet

misaligned priorities and the complexities of implementing inclusion effectively. 
First, the assumption that access to the IS automatically leads to growth and 
innovation may overlook other needs such as a skilled workforce and institu-
tional capacity. Moreover, labour market digitisation could potentially lead to job 
displacement, as automation and AI become more prevalent and this could dis-
proportionately affect low- skilled workers who are not equipped for the digital 
economy (Autor, 2015), and financial services in the digital space risks leaving 
behind those who are technologically illiterate, as well as raise concerns about 
increased financial fraud targeting vulnerable populations (O’Neil, 2016; Anakpo 
et al., 2023).

Additionally, political empowerment and participation to digital platforms may 
not ensure meaningful participation in the decision- making processes as there 
could be systemic barriers to participation such as lack of information and/ or social 
capital that technology alone cannot remove. Moreover, the digital space can some-
times give an illusion of participation without leading to actual influence or change 
(Roth, 2020; Van Dijk, 2006). Critics also argue that increased digital interaction 
with the government could lead to the misuse of personal data and privacy infringe-
ment (Lyon, 2003).

Furthermore, critics argue that education and lifelong learning through digital 
tools is not a panacea for educational disparities as technology could exacerbate 
existing inequalities by privileging those who have access to digital devices and 
high- speed Internet over those who do not (Selwyn, 2016) or presented as a cheap 
alternative to well- qualified and well- paid teachers (Education International, 2021). 
Technology could also be a distraction and may not always lead to better educa-
tional outcomes (Education International, 2009).

At the same time, while ICTs have the potential to reduce social inequalities, 
they can also perpetuate and even deepen them. Unequal early adoption to tech-
nology, along with a lack of relevant skills, can leave marginalised groups further 
behind, creating a new form of digital underclass (Unwin, 2017). Similarly, tele-
medicine might exacerbate health disparities due to unequal access to technology. 
Vulnerable populations, such as the elderly or those with lower tech literacy, may 
face difficulties navigating e- health systems (Lupton, 2021).

Moreover, while the intent is to bridge the urban- rural divide, overemphasis 
on ICT infrastructure may neglect more pressing needs like basic amenities and 
services. Ragnedda and Muschert (2013) raise concerns about creating new forms 
of stratification through unequal implementation of IS inclusion since technology 
access in urban areas in most cases improves faster than in rural areas, increasing 
the urban- rural divide.

Likewise, cultural diversity and creativity may actually be homogenised through 
technology as dominant languages and narratives overshadow the diversity of local 
and indigenous content, while the commercialisation of digital spaces can lead to 
the commodification of culture and creativity, potentially stifling genuine and ori-
ginal cultural expression (Couldry and Mejias, 2019a).

Finally, critics have argued that increased connectivity does not necessarily lead 
to understanding or peace (Milan and Treré, 2019). Global networks could also 
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facilitate the spread of misinformation; enable cyber warfare and become tools for 
political manipulation rather than mutual understanding (Hamelink, 2015).

1.2.3.2 Who can be detrimental for digital inclusion

In academic and policy discourse, critics also point out several potential pitfalls 
associated with the involvement of the ‘legitimate’ stakeholders and their agendas. 
Governments for example are often presented as primary change agents for IS 
inclusion, but Couldry and Mejias (2019b) caution that official policies may lag 
behind technological change and government interests may also not always align 
with the ideals of digital inclusion, as policies could favour national security or 
economic interests of specific groups over equitable access.

International organisations have also been criticised by Milan and Treré (2019) 
for advocating a homogenised approach to inclusion at variance to the needs of 
different nations, as well as potentially being swayed by agendas of more powerful 
nations and the corporate world. Furthermore, private sector involvement could 
lead to the commodification of public goods, where inclusion efforts are directed 
more by profit motives than by the public interest (Fuchs, 2009). At the same time, 
civil society groups and local communities might lack the necessary resources and 
political clout to sustain and scale their efforts in initiatives, which may take place 
over long periods of time (Hintz et al., 2019). Finally, an emphasis on technical 
skills may detract from holistic educational goals like critical thinking and inter-
personal development (Education International, 2021).

1.2.3.3 What digital inclusion can be detrimental

The literature also highlights the several counter arguments or critiques as to what 
kind of IS inclusion should be pursued. Selwyn (2006) for example argues that 
access does not automatically lead to digital literacy or meaningful use, and may 
not justify the cost when compared to other pressing social needs, while Hargittai 
and Hsieh (2013) contend that even with training, some individuals may not see 
the Internet as relevant to their lives or they might abstain from the IS due to the 
perception of harmful content or side effects on their thinking processes and social 
and emotional skills.

Furthermore, socioeconomic inclusion efforts might lead to superficial engage-
ment that does not address underlying economic inequalities and with the introduc-
tion of AI most recent debates have shifted to the disproportionate negative impact 
on disadvantaged socio- economic groups and developing countries (van Dijk, 2005; 
Korinek and Stiglitz, 2021; Mhlanga, 2021; Wakunuma et al., 2020; Lutz, 2019).

Additionally, overemphasising linguistic diversity inclusion can create fragmen-
tation and inefficiencies in communication and information exchange, according to 
Crawford (2000). He questions whether the effort to support all languages and 
dialects is sustainable. Emphasising local content can also unintentionally limit 
exposure to global perspectives and potentially reinforce local prejudices or 
misinformation.
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At the same time, UD for the purposes of inclusion may lead to a ‘lowest 
common denominator’ approach to the development of technology and constrain 
innovation (Goggin and Newell, 2007). Finally, participatory inclusion concerns 
posit that participatory design might slow down the development process and lead 
to a compromise on the quality or functionality of technology. As Feenberg (1999) 
argues, not all user input may be equally beneficial or practical to implement.

1.2.3.4 When digital inclusion can be detrimental

The optimal timing debate on IS inclusion also has its counterarguments. Some 
scholars argue that pushing for IS inclusion before a population is ready can lead 
to premature technology adoption and underutilisation or rejection of technology. 
Second, Morozov (2013) criticises what he perceives as an overly idealistic view 
of digital technology’s role in society, where the current focus limits the develop-
ment of more appropriate bottom- up technologies. Critics also point out that in 
some instances the cost of implementing inclusion outweighs the benefits, espe-
cially where technology becomes obsolete quickly or fails to deliver the expected 
social improvements (Benkler, 2006). Finally, rushing to implement inclusion can 
lead to overlooking data privacy and security concerns, especially if inclusion is 
prioritised over the development of robust cybersecurity measures (Zuboff, 2019).

1.2.3.5 Where digital inclusion can be detrimental

Counterarguments arise also from challenges associated with the practicalities of 
implementation, unintended consequences and differing perspectives on responsi-
bility. First, infrastructural development by itself, according to Diga (2007), does 
not bridge the digital divide due to persistent socioeconomic inequalities. Moreover, 
as stated already above, simply building infrastructure does not ensure meaningful 
usage (Helsper and Reisdorf, 2017). Second, the complexity of inclusive policy-
making means that involving many legitimate stakeholders, though ideal, makes 
the process more complex and slower, potentially leading to conflicts between 
different interest groups. Braman (2006) for example argues that the complexity 
of policymaking in the IS often leads to exclusion rather than inclusion. At the 
same time, critics of UD also argue that it is not always feasible or cost- effective to 
design products to meet all user needs. Some features that make a product access-
ible for one group may hinder another. Goggin and Newell (2003) note that UD can 
sometimes lead to ‘one- size- fits- none’ solutions.

1.2.3.6 How digital inclusion can be detrimental

An insightful report by the World Economic Forum (WEF, 2023) sets out six cat-
egories of online harms: threats to personal and community safety encompassing 
issues such as child exploitation and extremist content; health and well- being 
where content promotes suicide or disordered eating; hate and discrimination, 
including algorithmic discrimination; violation of dignity through, for example, 
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online bullying and sexual extortion; privacy, highlighting concerns such as doxing 
and image- based abuse; and deception and manipulation covering disinformation 
and scams. Other harms relate to the side effects on human capabilities with studies 
indicating a correlation between extensive social media use and a reduction in 
attention spans and maintaining focus on tasks or activities for prolonged periods 
(Wang et al., 2020).

Finally, PPP can be powerful but they may lead to an over- reliance on the pri-
vate sector, with public interests taking a backseat to corporate profits. Already in 
1998, Schiller raised the issue of the potential loss of public control over critical 
infrastructure and services, while Sørensen and Torfing (2009) discuss how such 
collaborations can be fraught with governance challenges. At the same time, Bauer 
and Latzer (2016) discuss how market- driven approaches to affordability may neg-
lect the needs of the least advantaged and also argue that on the other hand focusing 
on affordability may compromise quality or rely on outdated technology. Finally, 
effective monitoring and evaluation are important to assess progress but it can be 
resource- intensive and may not accurately reflect the impact on the ground due to 
the complexity of measuring social change (Heeks, 2010).

1.2.4 Discussion

As we have seen in this section, the literature highlights the multifaceted benefits 
of digital inclusion, ranging from fostering economic growth to enhancing social 
equality and empowering global connectivity (Hamelink, 2015). However, it also 
confronts the idealistic advocacy of naïve Internet utopians of digital inclusion pol-
icies with a realistic critique of its potential to inadvertently widening existing gaps 
and introduce new forms of inequalities and abuse of human rights. The discourse 
around IS inclusion reflects a balancing act between leveraging the connective 
power of technology and mitigating its divisive and harmful effects. It calls for 
a nuanced, evidence- based approach to policymaking that aligns with local needs 
and global development goals, as well as human rights. The following section 
attempts to offer a framework for such an approach through the application of 
different ethics lenses offered by the six foundational ethical theories of utilitarian, 
contractualist, deontological, virtue, discourse and care ethics.

1.3 Meditations of IS inclusion via different ethical lenses

1.3.1 Introduction

A small number of researchers to this day have discussed the ethical dimensions of 
the above debate and reference to those seems to be silenced the past 20 years. In 
2003, Tavani examined the ethical implications of the digital divide and considered 
whether access to ICT should be considered a right, given its increasingly crucial 
role in enabling participation in the economy, education, health services and pol-
itics. Also in 2003 Hacker and Mason examined the ethical oversights in digital 
divide research, suggesting that a lack of ethical consideration influences data 
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collection and interpretation, thus affecting policy decisions. Van der Velden’s 
(2005) analysis also reveals the deep ethical and political implications embedded 
in ICT choices, arguing for a nuanced understanding of digital inclusion that 
recognises the diverse ways knowledge is produced, owned and shared. All the 
aforementioned authors acknowledge shortcomings in the debate on inclusivity 
and the digital divide, a trend that persists to the present.

This chapter will attempt to fill the gap in this discussion by examining the 
inclusivity to IS through various ethical frameworks and highlight a number of 
underlining issues and policy assumptions while proposing that virtue, discourse 
and care ethical approaches are missing from the debate despite the fact that they 
might be providing a more appropriate framework to approach them.

1.3.2 Utilitarian ethics

First, utilitarian ethics, which prioritises the greatest happiness for the greatest 
number of people, often underpins arguments for the widespread inclusion of indi-
viduals in the IS. This perspective suggests that the benefits accrued from digital 
platforms justify efforts to integrate as many people as possible. The approach has 
its critics. One argument centres around presuming that inclusion inherently leads 
to happiness or is uniformly desired. As we have seen in the previous section, 
scholarship acknowledges that the IS presents challenges ranging from privacy 
concerns to information overload, which may not contribute to everyone’s well- 
being (Zuboff, 2019). Sen (1997) highlights that utilitarian approaches often fail to 
consider the heterogeneity of happiness itself, which is subjective and can mani-
fest differently across cultures and individuals. The implication that productivity 
inherently leads to pleasure is also contested; as Marx (1844/ 2009) pointed out, in 
the realm of labour and production, alienation can occur when individuals do not 
find intrinsic value in their work, despite its productivity. Newport (2021) further 
argues that digital tools, while designed to increase productivity, instead create 
interruptions and fragmented attention spans and so undermine our ability to per-
form deep, focused work and significantly decrease our substantive productivity 
and satisfaction.

In addition, individuals or groups may wish to opt out of certain digital 
engagements for reasons, including cultural preservation, psychological well- 
being or the desire for autonomy (Lanier, 2018). Alas, within the utilitarian 
framework, the minority who resist inclusion can be overlooked or their well- 
being sacrificed for the larger benefit, despite the fact that theorists contend that 
the mere aggregation of happiness does not justify harm to a few (Sandel, 2009). 
The adverse effects on these minorities have significant ethical costs that must 
be factored into any comprehensive utilitarian calculus. The balance between 
collective benefit and individual harm becomes a critical point of contention. 
Recent discourses in digital ethics propose that autonomy and respect for indi-
vidual choice are paramount, even if this results in fewer people being part of 
the IS (Vallor, 2016). This view suggests that individuals should have the right 
to determine the extent of their engagement with IS, challenging the assumption 
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that inclusion is universally beneficial. Thus, while the utilitarian argument 
for IS inclusion appears compelling, it must be reconciled with the principle 
of respect for individual autonomy and the recognition that happiness is sub-
jective and cannot be assumed to arise uniformly from IS participation. The eth-
ical imperative to mitigate the negative impacts on minorities who opt- out or are 
less engaged with the IS becomes a counterbalancing force against the utilitarian 
drive for maximal inclusion.

Finally, utilitarian approaches often drive policymaking towards IS inclusion, 
with an emphasis on immediate benefits like increased access to information, 
improved connectivity and economic growth. However, there is a growing aca-
demic discourse questioning the scope of utilitarian foresight, particularly in rela-
tion to the long- term implications of technological advancements on happiness, 
including the impacts of AI. Recent literature emphasises that while utilitarianism   
considers the outcomes of actions, it may not adequately address the long- term 
consequences that span generations. Bostrom (2014) argues for the importance 
of incorporating an ‘existential risk’ assessment when evaluating the implications 
of rapidly advancing technologies, like AI, which might have irreversible effects 
on humanity’s future (Floridi and Cowls, 2019). The principles of ‘techno- 
utilitarianism’, which merge technological progress with utilitarian ethics, must 
therefore be critically examined. As technology increasingly shapes the structure of 
societies, the ethical models that support inclusion must evolve to consider not only 
the sum of immediate benefits but also the potential impacts on social structures, 
human welfare and environmental sustainability in the long term.

1.3.3 Contractualist ethics

Second, contractualist ethical approaches justifying IS inclusion often hinge on 
the assumption that life before or outside the digital realm is poorer, and that the 
IS enhances the quality of life. This argument posits that the collective welfare of 
individuals is improved through a contract of IS inclusion. Critics have challenged 
the premises of this view. They argue that the notion of a low quality of life in 
the ‘state of nature’ outside the digital realm overlooks the value of non- digital 
cultures and experiences. Indeed, Escobar (2018) stresses the richness and diver-
sity of life that thrives outside the bounds of digitisation, where community, trad-
itional knowledge and connection to nature play central roles in well- being. These 
critics suggest that digitisation erodes cultural diversity and is responsible for the 
loss of vital skills and knowledge that are not dependent on, or even compatible 
with, the digital world.

Furthermore, the contractualist premise that an IS inclusion social contract is 
indispensable for human survival is contested. Nussbaum (2011) offers a capability 
approach as an alternative ethical framework, arguing that human development 
should focus on expanding people’s capabilities and choices rather than coercively 
integrating them into a digital society. From this perspective, the value of IS inclu-
sion should be measured not by its ubiquity but by its ability to enhance individ-
uals’ freedom to lead lives of value (Lanier, 2018).
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Moreover, the contractualist framework, particularly as it pertains to Hobbes’s 
philosophy (1651/ 1968) and much more to more modern contractualists such as 
Rawls (1971), posits that the legitimacy of societal arrangements, such as the inclu-
sion in the IS, hinges on the voluntary consent of individuals. Hobbes’s central 
claim was that ethical and political systems gain their authority from a social con-
tract, a mutual agreement among individuals. Thus, this notion of consent should 
underlie contemporary debates about the ethical inclusion in the IS. Recent lit-
erature on digital ethics argues that if such consent is not given, the right to opt 
out of the IS and maintaining analogue options must be upheld (Friedman and 
Nissenbaum, 1996). This perspective is significant in the digital age, where partici-
pation in the IS is often assumed to be mandatory or, at least, the default position 
(Cohen, 2019). It argues that, just as citizens have the right to resist the sovereign 
when the social contract is breached, individuals should be able to resist partici-
pation in the IS, if it conflicts with their personal values or if it poses risks to their 
privacy and autonomy.

Furthermore, the notion of consent in the IS is complex and often obscured by 
the opaque terms and conditions presented by digital platforms, which few read and 
even fewer understand. This problematises the very notion of consent within the 
IS, as it challenges whether users can truly give informed consent (O’Neil, 2016).

1.3.4 Deontological ethics

Third, interpreting IS inclusion through the deontological ethics lens raises 
questions about the universality and morality of mandating such inclusion. Kant’s 
imperative calls for actions to be made into universal law, applicable to all. If 
policymakers, academics and civil society advocates applied this imperative to IS 
inclusion, it would imply a moral obligation for universal participation in digital 
life, without exceptions. The perspective is, however, subject to scrutiny in aca-
demic discourse (Ess, 2013). Critics argue that a Kantian approach would fail to 
address the nuanced and contextual nature of ethical decision- making in the digital 
age. Mandating IS inclusion universally also ignores the autonomy of individuals 
who choose to limit their digital footprint, which conflicts with Kant’s emphasis on 
autonomy and rational agency. Recent advancements in AI and big data analytics 
have also intensified debates about privacy and autonomy within the IS.

Thus, while the categorical imperative provides a robust framework for eth-
ical action, its application to IS inclusion necessitates a delicate balance. It must 
acknowledge the moral weight of potential harms and the importance of respecting 
individual autonomy, as well as the diversity of cultural norms and values. Metz 
(2013) suggests that a modified Kantian framework, one that considers relational 
factors and the social implications of technology, may be more suitable for ethical 
decision- making in the context of the IS.

In conclusion, while a Kantian imperative towards universal IS inclusion may 
strive towards a world where digital access and literacy are as fundamental as any 
other right, it must also accommodate the realities of the complex digital land-
scape. As human dignity becomes more and more exposed to risks online and we 
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can easily be ‘mere means’ of someone else online, people would like to opt out to 
avoid such risks. It is not merely then the inclusion itself but the quality and terms 
of this inclusion that must be universally ethical, especially in the context of a fast 
moving AI landscape. It requires a more pluralistic and context- sensitive approach 
aligning with the core principles of respect for persons, justice as well as promoting 
human flourishing that necessitates that right to be excluded from the IS and an 
analogue life, that discourse, virtue and care ethics provide as we will see in the 
sections hereunder.

1.3.5 Discourse ethics

Fourth, in the context of Habermasian discourse ethics, the validity of moral claims 
depends on the consensus reached through rational discourse, without coercion and 
manipulation (Habermas, 1984/ 2015). When applied to IS inclusion, this frame-
work presents significant challenges, particularly concerning fora like the Internet 
Governance Forum (IGF), whose mandate necessitates engaging with marginalised 
voices (Couldry and Mejias, 2019b). For the IGF and others aiming to be inclu-
sive, Habermasian principles require that it must engage all stakeholders, even for 
those who opt to remain outside the digital fold (Fisher, 2010). This should encom-
pass then a recognition of the rights of individuals to resist incorporation into the 
IS. The irony lies in the fact that individuals who do not wish to be part of the IS 
must participate in the IGF or other similar platforms to facilitate their exclusion. 
Furthermore, identifying these individuals is challenging unless they self- identify, 
as their preference for remaining offline and lack of a digital footprint makes them 
difficult to trace via digital means.

In practice, achieving a free discourse without coercion and manipulation is a 
formidable task, especially in the face of commercial interests and global inequal-
ities that can permeate deliberative spaces on IS. Power dynamics present obstacles 
to achieving this ideal as those already in power often dominate conversations, 
and less powerful voices are at risk of being overshadowed or outright ignored, 
leading to a form of coercion or manipulation by omission (Hintz et al., 2019). 
Carefully scrutinised, the IGF procedures and those of other fora do not ensure that 
all participants engage on equal footing. Literature suggests that the mechanisms of 
discourse themselves may be subject to inequalities and biases that can marginalise 
certain groups, for instance because of power inequalities of financial or social 
capital, as well as the language that often reflects a particular cultural and technical 
vernacular that may be less accessible, and so effectively exclude non- experts or 
those from different cultural backgrounds from meaningful participation (Milan 
and Treré, 2019).

The question then becomes whether the IGF, or any other fora advocating for 
IS inclusion, can implement procedures that counteract these power dynamics and 
create an environment where genuine consensus building is possible. To align with 
Habermasian ethics then, there is a need for continuous reform of governance 
structures of fora to ensure they are inclusive in theory and equitable in practice. It 
involves actively seeking out and facilitating the participation of those who may be 
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opposed to IS inclusion, ensuring their perspectives are given weight and consid-
eration in the shaping of the digital world and their right to be excluded from the 
IS and an analogue life.

1.3.6 Virtue ethics

Fifth, the virtue ethics perspective discussion, with its emphasis on character and 
the well- lived life, centres around the concept of human flourishing or eudaimonia, 
and the importance of moderating between the extremes of deficiency and excess. 
Within this ethical lens, the deficiency would be digital exclusion with limited 
or no access at all, while the excess would involve compulsory inclusion in the 
IS, where individuals are forced into a digital sphere. Virtue ethicists suggest that 
virtues are about finding a balance between deficiency and excess. The virtuous 
path involves seeking a midpoint that thoughtfully recognises the complexity of the 
human- technology relationship. It calls for a compassionate, reflective approach 
that upholds the dignity and agency of all individuals to embrace or opt out of the 
digital world. Applying this to IS inclusion, the virtuous action offers individuals 
the right to participate in the digital realm while simultaneously upholding their 
right to opt out, a position that acknowledges autonomy and respects individual 
decisions (Swanton, 2003).

In considering the right to be excluded and an analogue life, the virtue ethics 
framework offers arguments for advocates of a society that cultivates digital 
wisdom –  a virtue involving a judicious use of technology, an elevated media lit-
eracy and netiquette, which does not only explain the Internet but also reflects on 
digital citizenship that recognises when it serves human flourishing and when it 
detracts from it. Digital wisdom would entail creating spaces that allow for mean-
ingful choice and consent, ensuring that technology serves to enhance, rather than 
dictate, the course of one’s life (Vallor, 2016).

1.3.7 Care ethics

Finally, the care ethics approach underscores the interdependence of human beings 
and the centrality of caring relationships. Rooted in the idea that moral value stems 
from practices, relationships and responsibilities of care (Gilligan, 1982), care 
ethics insists that digital inclusion policies be contextually grounded, responsive 
to individuals’ specific circumstances and reflective of embedded relations of care 
and responsibility (Held, 2005). The central tenets of care ethics, empathy and 
compassion, should guide actions and lean towards fair treatment rather than mere 
calculations of utility (Slote, 2007).

This ethical lens highlights the necessity of guarding against the risks of man-
datory digital inclusion, which may lead to undermining well- being and cultural 
integrity. The care ethics framework advocates a move away from one- dimensional 
ethical frameworks for digital inclusion, towards policies rooted in empathy, 
attentive to the diversity of human relationships and committed to fostering human 
flourishing (Held, 2005). This leads to adaptable and tailored policies that recognise 
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different levels and forms of engagement with technology (Noddings, 1984) and 
allow opting out (Tronto, 1993).

A care ethics approach also calls for a holistic consideration of human needs, 
incorporating support for education, fair wages and environmental protection 
alongside the development of digital infrastructure.

1.4 Conclusion

Hamelink already in 2005 explored the complexities and shortcomings of digital 
inclusion at the World Summit on the Information Society’s (WSIS) Declaration of 
Principles. Critiquing these references with regard to the lack of context and lack 
of concrete implementation plans, Hamelink pointed out that digital divide and 
inclusion references in the WSIS declaration were made in a socio- political void 
that lacked historical context and concrete resource allocations.

Extending even further on the above arguments, in Human Rights in the IS, 
Sartor (2010) warns of several risks associated with digital advancements. They 
include Orwell’s nightmare of increased surveillance; Kafka’s concerns of control 
and judgement; Huxley’s dread of using technologies to discriminate and exclude 
and Bradbury’s fears of ignorance and indifference. With these dystopian scenarios 
he underscores the need for a balanced approach that safeguards human rights. 
Exploring the legal and moral dimensions of specific rights like privacy, freedom 
of expression and access to information he underscores the importance of adapting 
human rights to the realities of the IS.

More recently, Kloza (2024) in The Right Not to Use the Internet examines the 
increasingly de facto obligation to use the Internet in contemporary society and 
questions whether such an obligation aligns with democratic ideals. Outlining the 
evolution of Internet use from a choice towards a near- mandatory way to exercise 
rights and fulfilling duties, Kloza suggests that the current trajectory towards the 
obligatory Internet use should be reassessed to ensure that it remains optional and 
justified only in cases of absolute necessity. He questions whether existing human 
rights law could protect individuals from this implicit obligation and proposes the 
possibility of framing protection from mandatory use either as a new standalone 
right or through the reinterpretation of existing rights to ensure more comprehen-
sive protection for individuals.

Kloza’s (2017) further argument for a behavioural alternative to privacy pro-
tection stems from the observation that existing legal, organisational and techno-
logical measures often fall short in effectively safeguarding privacy. He states 
the mechanisms to protect privacy must adjust to the evolving societies and tech-
nologies and behavioural alternatives are an essential complement to traditional 
protections. This approach involves adjusting own behaviour to protect privacy, 
even if it comes at a cost. Along the same lines, Wyatt (1999) also argued that 
these voluntary, informed and conscious choices to reject the Internet, are often 
overlooked in the debate centred on barriers to access and way of promoting tech-
nology adoption. She urged incorporating the perspectives of those who reject the 
Internet in shaping societal and technological landscapes.
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Moreover, building upon Fortner’s (1995) taxonomy of factors for the exclusion 
from the IS, it is possible to view this ascetic exclusion as part of a digital resist-
ance movement that advocates for the right to disconnect in tech- free analogue- life 
spaces to preserve mental health and well- being (Turkle, 2016). The right to be 
excluded and for an analogue life can also be viewed within a pleonastic frame-
work of the modern paradox of choice, where an abundance of digital options leads 
to the cannibalisation of our free time and previous cultural practices by new digital 
products (Wajcman, 2015).

Furthermore, the right to exclude oneself from the IS and have an analogue life 
is also related to the right to silence, to privacy and to a life less exposed to the 
often pervasive data collection mechanisms of our time (Zuboff, 2019). Inclusion 
without the real possibility of exclusion may result in a form of digital totalitar-
ianism, where the individual’s freedom is subsumed by the wider societal digital 
embrace.

This discussion opens the floor for further debate on the safeguarding lives out-
side the digital world with the introduction of the right for an analogue life similar 
to the one recently enacted in the Constitution of Geneva for l’intégrité numérique 
(cf. its Article 21A). In a world where digital footprints are often perceived as syn-
onymous with existence, the right to an analogue life of choosing to remain ‘off-
line’ is, for many, a statement of autonomy and self- determination and a necessary 
counterpart to digital inclusion efforts.

1.5 Epilogue

In our information age, the right to be excluded and have an analogue life manifests 
as the prerogative to remain autonomous and detached from the pervasive digital 
networks and the ever- present gaze of data surveillance. This contemporary form of 
self- imposed exile is not driven by the disdain for technology per se, but rather by a 
conscious choice to preserve one’s mental space and personal data from the omnipo-
tent reach of corporations and officialdom, positioning privacy and autonomy as 
modern equivalents of the ancient philosophical pursuit of eudaimonia.

The right to be excluded from the IS and to an analogue life parallels the 
ancient Cynics’ desire for self- sufficiency and independence from the conventional 
expectations of civic life. The Cynics, with Diogenes of Sinope as a prototypical 
figure, excluded themselves from the political life of the polis. Their philosophy, 
grounded in the pursuit of virtue through asceticism and the rejection of conven-
tional desires, advocated a life lived in accordance with nature rather than soci-
etal norms.

Similarly, the assertion of the right to be excluded from the IS today and have 
an analogue life is a direct challenge to the structures of digital power and the 
commodification and commercialisation of personal information. It embodies 
a modern- day Diogenes’ barrel, a symbolic retreat from the complexities and 
intrusions of digital life. Diogenes’ assertion of his autonomy from the power 
structures and societal expectations is encapsulated through his infamous encounter 
with Alexander the Great, when he asked Alexander to move out of the way as 
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he was blocking him sunlight. Individuals today assert their autonomy from the 
modern day ‘Alexandrian’ digital powers by demanding that tech giants and their 
surveillance apparatuses not encroach on their personal space with data collection 
and targeted advertisements.

This stance negates not only the desire for the supposed benefits of omni-
present connectivity but also questions the very nature of desire as shaped by the 
IS (Sloterdijk, 1983). It is an ethical conscious stand against the algorithmic deter-
minism that directs human wants and needs, an affirmation of the power of individ-
uals to define their desires independently of the IS’s imperatives. It is a recognition 
of empowerment and self- determination and the ability to choose one’s level of 
engagement within the contemporary digital world. It is a reimagining of Cynics 
withdrawal from the polis and Diogenes’ barrel, one that values the unfettered 
‘sunlight’ of personal freedom over the allure of constant digital connectivity.
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2  An attempt to conceptualise the right 
to access the Internet and its impact 
on the right not to use it

Paolo Passaglia

2.1 Introduction

Ever since the Internet has become an essential means for people to communicate 
and the basis for the technological development of society, scholars have been 
called upon to define it (Abbate, 1999). The task is still not yet fully accomplished, 
as different definitions still coexist, especially if one focuses on difficulties deriving 
from the distinction between technical and legal definitions. Indeed, “[t] he forces 
and directions of the Internet are so new, so protean, and so far reaching” (U.S. 
Supreme Court, Packingham v. North Carolina, 582 U.S. 98 (2017), at 105), 
that lawyers could hardly identify the key elements of any comprehensive def-
inition. As a result, attention has been increasingly focused on a specific aspect, 
namely access to the Internet (Best, 2004, 23– 31; Cruft, 2021). A rather odd shift 
occurred: to define an instrument (i.e., the Internet), rather than searching for its 
main features and peculiarities, the focus has become the act of using it, just as if 
the way in which an instrument is used could establish the inherent nature of the 
instrument itself.

From a theoretical point of view, this shift seems more than questionable, at 
least because it has left undefined something (the Internet) that produced unpre-
cedented societal and even anthropological changes (Castells, 2010). Actually, the 
purpose became the premise and the definition of the Internet left room for the 
analysis of how this legally U.V.O. (Unidentified Virtual Object) could be used and 
could concretely reshape individuals’ lives.

The purpose of this chapter is not to criticise the approach adopted in defining 
the Internet. The above- mentioned shift, however, is remarkably interesting for this 
chapter, because it has oriented the way in which the use of the Internet has been 
conceived.

It is no coincidence that the issue of non- use of the Internet has hardly ever 
been addressed (with notable exceptions, such as Kloza, 2021, 2024). Or, rather, 
it has been effectively considered, but mainly as an expression of shortcomings 
in the possibility of accessing the Internet. As a result, to provide a conceptual-
isation of the non- use of the Internet, the inevitable starting point of the analysis 
is the legal definition of the access. In other words, to ascertain whether there is a 
right not to (access and) use the Internet, one must, first of all, establish what kind 
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of conceptualisation is provided for the access. In particular, the first issue to deal 
with is which kind of right might be proper to define the access to the Internet as 
such and in relation to the activities that individuals carry out online. Logically 
speaking, the existence of a hypothetical right not to use the Internet should thus be 
considered a sort of secondary issue. As time passes, this logical secondary issue 
tends to become a major issue from a legal perspective that is likely to increase its 
impact as technologies develop.

2.2 The various possible definitions of the right to access the Internet …

As comparative law research shows, access to the Internet has been progressively 
identified as a right of the individual, thus currently the definition as a right is 
largely established (even though critical voices can also be heard in this regard: e.g., 
Tomalty, 2017, 8– 11).

In this regard, some constitutions (such as the Portuguese, the Greek, the 
Ecuadorian, the Bolivian and the Mexican) are (more or less) explicit in considering 
the use of and/ or the access to new technologies and connections as a right. But 
much more conclusive is the high number of judgments delivered by supreme and 
constitutional courts around the world (some examples will be provided in the 
following), which emphasise the importance of access to the Internet and the need 
for this access to be granted the status of an “individual right”. The same approach 
is shared by some U.N. bodies (see, for instance, the 2011 Report of the Special 
Rapporteur on the promotion and protection of the right to freedom of opinion and 
expression, Frank La Rue and the 2016 resolution of the Human Rights Council on 
The promotion, protection and enjoyment of human rights on the Internet), which 
have sometimes qualified access to the Internet as a real “human right” (Çalı, 2020, 
276– 284; Kaur, 2021, 767– 806; Banihashemi, 2023).

Notwithstanding a consensus concerning the qualification of access to the 
Internet as a right, uncertain remains the nature of the right: the issue is often 
avoided, but when it is addressed, the proposed solutions are considerably 
diverse. The point is not to recognise the right as “human” or “fundamental” (on 
this alternative: Jasmontaite & De Hert, 2019, 157– 179; Pollicino, 2020, 263– 
275), because its concrete impact depends, primarily, on the type of protection 
that the access is given. What really matters is thus whether access to the Internet 
should be considered as a freedom, or whether it should be ranked among the 
social rights, or whether other definitions could be suggested (De Hert & Kloza, 
2012; Passaglia, 2024, 155– 168). In the following paragraphs, the different pos -
sible definitions will be considered, to establish the impact of each one on the 
non- use of the Internet.

2.3 … and their relevance for the identification of a possible right not to 
use the Internet

The title of the chapter clearly expresses the initial assumption of the research, 
i.e., the idea that the definition that is given of the right to access the Internet has a 
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significant, if not essential, impact, first, on whether a right not to use the Internet 
can be identified and, second, where appropriate, on the kind of right to deal with.

This statement may seem a little weird, or even paradoxical, but it is far from 
being so: to understand what it means (from a legal point of view) not to use some-
thing, one must first have a clear perception of the thing that is not used: thus, it is 
essential to clearly distinguish, from a legal point of view, between the thing (i.e., 
the Internet) and the human conduct (namely, the action of using or not using the 
Internet).

To say it in more concrete words, and adopting a more legally oriented 
approach, waiving a freedom cannot produce the same effects as waiving a social 
right. Indeed, the consequences of non- use may be different, and, even more so, 
the assumptions underlying non- use may change and find different justifications 
and reasons.

It is bearing this idea in mind that I have outlined an overview of the different 
definitions of access to the Internet. The elements that this overview provides 
should be particularly useful for trying to answer the research question, namely 
what means, from a legal point of view, the non- use of the Internet (and therefore, 
also the refusal to use it).

2.3.1 Not using the Internet as an expression of a right not to exercise a freedom

A comparative law analysis on the access to the Internet could never neglect the 
U.S. Supreme Court case law. The Court’s first ruling on Internet law, in 1997, 
has exerted a deep influence on many jurisdictions, thus spreading the idea that 
access to the Internet is a freedom (Reno v. American Civil Liberties Union, 521 
U.S. 844 (1997): Jacques, 1997, 1945– 1992; Djavaherian, 1998, 371– 388). Indeed, 
according to the Court, the Internet is “a unique and wholly new medium of world-
wide human communication”, to which “[i] ndividuals can obtain access […] from 
many different sources” (id., at 850); “[a]nyone with access to the Internet may 
take advantage of a wide variety of communication and information retrieval 
methods” (id., at 851).

Access to the Internet as an expression of an act of freedom (to use a medium of 
communication) was confirmed by the U.S. Supreme Court in a more recent ruling 
declaring the unconstitutionality of the general ban for sex offenders to access 
social media (Packingham v. North Carolina, 582 U.S. 98 (2017): M. Burnette- 
McGrath 2019). The legal reasoning was strongly oriented, in fact, by the finding 
that “[a]  fundamental principle of the First Amendment is that all persons have 
access to places where they can speak and listen, and then, after reflection, speak 
and listen once more” (id., at 104).

The link established by the U.S. Supreme Court between access to the Internet 
and the exercise of a freedom can be detected in many rulings delivered by con-
stitutional and supreme courts. A notable example is provided by Judgment No. 
2009- 580 DC of 10 June 2009 (the so- called Hadopi I Judgment: Passaglia, 2016, 
141– 143) delivered by the French Constitutional Council. The key principle of the 
judgment reads as follows: “[i] n the current state of the means of communication 
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and given the generalised development of public online communication services 
and the importance of the latter for participation in democracy and the expres-
sion of ideas and opinions”, the right to free communication of ideas and opinions 
“implies the freedom to access such services” (para. 12).

According to their definition, all the freedoms are recognised to allow individ-
uals to express themselves in the forms and by the means they deem proper, with 
the limits and conditions that are established by the law. Their protection is the 
result of the absence of limitations deriving from government intervention: indeed, 
their full exercise depends on the omission of interventions by others (government 
officials, in particular).

While the basis and origin of the recognition of freedoms are related to the pur-
pose of enabling individuals to exercise a freedom, it has become increasingly evi-
dent over time that protection cannot be limited to the “positive side” of the coin, 
since it must also extend to the “negative side”. A few examples may help to make 
the concept clearer.

The case law of many constitutional and supreme courts expressly defines the 
freedom of expression as a vital condition for the establishment, consolidation and 
preservation of democracy in contemporary societies: thanks to debates and com-
parison between personal opinions develops the marketplace of ideas that allows 
(at least in theory) the identification of the best possible solutions to the problems 
and challenges that societies must face. The freedom to express one’s thoughts, 
however, cannot become an obligation to do so. Indeed, on a certain topic, a person 
may feel that he or she has nothing to say or may not want to say anything at all. 
Freedom of expression must therefore also protect these cases, i.e., those in which 
a person does not express him/ herself, regardless of the reason for his/ her choice 
(Seidman, 2007). An aphorism (probably wrongly) attributed to Plato could not be 
clearer in defending those who wish to remain silent: “Wise men speak because 
they have something to say; fools speak because they have to say something”.

This conclusion concerning the freedom of expression can be applied to many 
other freedoms that form part of the essential core of the protection of human 
beings within a legal system. Freedom of worship, for example, also implies the 
freedom to have no faith and no worship: indeed, atheism and agnosticism are 
protected precisely as a mode of expression of the individual in a free society. 
Freedom of assembly and freedom of association are other examples (among many 
others) that can be mentioned.

In the end, the “negative side” of the coin of freedoms is an essential part of 
every freedom, a component that cannot be neglected and that, therefore, must 
be regulated and protected, in principle, in the same way as the “active” forms of 
exercising freedoms. From this point of view, in particular, the same limits must 
be recognised for the two sides of the coin: if freedom of expression is not abso-
lute, but is subject to conditions and limits, even silence cannot always be invoked, 
because there are cases in which the legal system imposes on the individual to 
express him/ herself (e.g., this is what happens to the witness in a trial), just as 
it is possible to impose on the individual to associate and be part of a commu-
nity (one could mention the compulsory military service, in countries where it still 
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exists). Another example, which the COVID- 19 pandemic has made very topical, 
is that of the right to health, from the viewpoint of the freedom to accept to be 
cured: this freedom has its downside in the freedom to refuse care and, in general, 
health treatments; but this freedom has limits, which in the case of refusing health 
treatments are expressed in many forms, including that of compulsory vaccination, 
if provided for.

These remarks concerning the right not to exercise a freedom have obvious 
consequences on the non- use of the Internet, once the access to it is conceived as a 
freedom. If access to the Internet is a right that the individual must be able to exer-
cise as an expression of his or her freedom, then its protection cannot be limited 
only to the positive decision to access, since the decision not to access must also 
be protected. In other words, the individual who has the possibility of using the 
Internet cannot be forced to use it, because that would be an unlawful restriction 
of his freedom.

A further point deserves some attention. In the case of access to the Internet, 
the protection of the refusal to use it is strengthened by a consequence of the 
access that is often overlooked, or at least not sufficiently highlighted. Accessing 
the Internet, for the average user (i.e., the one who does not have computer skills 
so developed to use special hardware and software) inevitably means “leaving 
traces”: any access to the Internet, in fact, implies the production of connection 
data that, in a more or less direct way, can be retrieved by service providers or by 
the government requesting them from service providers (Martin & Fargo, 2015, 
311– 376; Moyakine, 2016). Anonymity on the Internet is never absolute, not to 
say that it is a mere illusion unless the user falls within that small circle of people 
capable of truly guaranteeing it to themselves.

If this assumption is true, the non- use of the Internet cannot be protected merely 
as an expression of the “negative side” of a freedom: it is also an expression of 
an active exercise by the individual of the protection of his personal data. Indeed, 
whether he or she is aware of it or not, the individual who does not access the 
Internet is an individual who, for that simple fact, limits the possibility of others 
having access to his or her data. Data that are obviously of significant importance 
because they allow access to a great deal of information about the individual: in 
this regard, the case law of the French Constitutional Council (as well as that of 
many other courts) is noteworthy. Indeed, the Council pointed out the need to limit 
the collection of connection data to what is strictly necessary, since “[c] onnection 
data include in particular data relating to the identification of individuals, their 
location and their telephone and digital contacts, as well as the online public com-
munication services they consult”, thus, “[g]iven their nature, their diversity and 
the processing to which they may be subjected, connection data provide numerous 
and precise details about the individuals in question and, where applicable, about 
third parties, which are particularly invasive of their privacy” (Judgment No. 2022- 
1000 QPC, of 17 June 2022, para. 11).

Joining the “negative side” of the freedom to the protection to the personal 
data issue, the right not to use the Internet results considerably strengthened. This 
does not mean, however, that it is an absolute right: like any other freedom, the 
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“negative side” of the right to access the Internet can be restricted. That happens 
if special conditions arise that make access to the Internet the only way to perform 
certain activities. The situation that arose with the pandemic is, in this respect, a 
very pertinent example: in a state of generalised emergency, the right not to use 
the Internet was severely restricted, because access to the Internet was, on the one 
hand, the only way to exercise a relevant number of rights (right to health, right to 
education, freedom of assembly, etc.) and, on the other, the only way to ensure the 
provision of certain public services and an appearance of normalcy in social life 
(Archer & Wildman, 2021, 29– 33; Pollicino, 2022, 125– 138). But it was, indeed, a 
state of emergency, in which there was room to apply exceptions to ordinary rules. 
And among the latter, there must be counted the one that protects the right not to 
use the Internet.

2.3.2 Not using the Internet as a shortcoming of (the implementation of) a social right

The right to access the Internet has been conceived primarily as a freedom. 
However, the conditions to exercise this freedom are not always easy to meet; as a 
result, difficulties in ensuring equal network conditions become a major issue. In 
particular, these difficulties have clearly demonstrated the inadequacy of the defin-
ition of access as simple freedom.

The freedom to access the Internet may, in fact, prove to be only theoretical. 
This is what happens when certain conditions make it impossible for an individual 
to exercise the right of access. Thus, the right can be theoretically asserted and can 
also be deemed essential to the full development of the human being, but this same 
right can suffer a lack of implementation.

The statements that can be read in some judgments or international documents 
are very explicit in recognising the importance of being able to access the Internet 
to be fully part of contemporary society. In this respect, the quotation of the 
above- mentioned resolution adopted by the Human Rights Council of the United 
Nations on 18 July 2016, concerning The promotion, protection, and enjoyment of 
human rights on the Internet is highly revealing: “The global and open nature of 
the Internet as a driving force in accelerating progress towards development in its 
various forms, including in achieving the Sustainable Development Goals” (Para. 
5: Reglitz, 2020, 314– 331).

Precisely because of the importance of the Internet in contemporary societies, 
defining access to it as a (mere) freedom can be inadequate since it does not help 
to ensure the full availability of the Internet for all individuals. This leads to advo-
cating for the recognition of a social right: if there are situations in which access to 
the Internet is prevented, the government’s duty is to find solutions (or at least try 
to find them) so that the obstacles to access are removed.

Two rulings can be mentioned as examples of the commitment that is required 
of governments to close gaps and inequalities in access to the Internet.

The first is the Italian Constitutional Court Judgment No. 307 of 21 October 
2004, concerning some provisions that “foster[ed] the dissemination of a culture 
of information technology”, with financial aid aimed at the purchase of personal 
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computers enabled to connect to the Internet. To confirm the consistency of 
the provisions with the Constitution, the Court pointed out that the legislature 
“pursue[d]  an objective of general interest, such as the development of culture, 
in particular through the use of computers” (Conclusions on points of law, Para. 
3.1). This crucial commitment assigned to government to fight against the digital 
divide relating to one’s knowledge of information technology was the expres-
sion of the struggle against inequality that characterises (or should characterise) 
the Italian model of Welfare State from its very origins, and that requires public 
authorities “to remove those obstacles of an economic and social nature which in 
fact limit the freedom and equality of citizens [and] impede the full development 
of the human person” (Article 3, Para. 2, of the 1947 Constitution: Peruginelli, 
2022, 274– 282).

The second ruling was delivered by the Constitutional Chamber of the Supreme 
Court of Justice of Costa Rica (Judgment No. 12790 of 30 July 2010), that 
recognised the government’s failure to promptly implement the obligation to make 
the telecommunications market competitive. Since “technologies have impacted 
how human beings communicate, facilitating the connection between people and 
institutions worldwide and eliminating the barriers of space and time”, in the 
current state “of the information or knowledge society, the public authorities must 
promote and guarantee universal access to these new technologies for the benefit 
of the public” (Para. V).

These two rulings refer to different obstacles that hinder access to the Internet. 
Indeed, many obstacles contribute to create digital divide between individuals 
(Peacock, 2019; van Dijk, 2020) so that even the plural form, “digital divides”, 
is increasingly used (Hynes, 2021, 103– 120; Vassilakopoulou & Hustad, 2023, 
955– 969). The list of these obstacles includes, at the very least: economic gaps, 
resulting from unequal individuals’ financial conditions; cultural gaps, which are 
the result of different computer skills; physiological gaps, linked to possible phys-
ical or psychological handicaps of Internet users; and geographical gaps, resulting 
from disparities in Internet coverage between different territories. All these gaps 
must be considered potential challenges. And the definition of access to the Internet 
as a social right serves precisely to force governments to address these challenges, 
to overcome a situation in which freedom of access is concretely available for one 
part of the population, but only theoretically for the other.

From this viewpoint, the non- use of the Internet acquires a completely different 
meaning from the one I described regarding the definition of access to the Internet 
as a freedom.

Looking at the “negative side” of freedom, the non- use means that the individual 
refuses access to the Internet. His/ her refusal is voluntary and is the result of a more 
or less conscious and meditated choice between the possibility of taking advantage 
of the contents of the Net and the possibility of living his/ her life without them.

On the contrary, when access to the Internet is conceived as a social right, then 
the non- use of the Internet is not of the result of a refusal, but it is, primarily, the 
outcome of the impossibility of access. The obvious consequence of this difference 
is the shift in the meaning of non- use from a legal perspective. At first glance, 
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one could even consider useless to continue talking about a “right” not to use the 
Internet. Adopting this point of view, the focus could rather be on the inadequacy 
of the government’s action: indeed, the non- use of the Internet is mainly the result 
of the omissions and inadequacies of the government’s policies, which have been 
unable to overcome the multiple digital divide grounds that affect societies.

Actually, the alternative between freedom and social right should not lead to the 
assumption that when access to the Internet is defined as a social right, the non- use 
of the Internet cannot be defined itself as a right. Such a conclusion would be erro-
neous for several reasons.

From a general perspective, the protection granted by the existence of a social 
right does not exclude the existence, at the same time and on the same matter, of 
a freedom. In other words, if access to the Internet is a social right, this does not 
mean that its exercise cannot be an expression of a freedom.

The government must do its utmost to make a right exercisable, but even 
assuming that the government’s policy has fully achieved all its objectives, a fur-
ther issue needs to be addressed, namely, to determine how the (social) right to 
access the Internet is exercised. In this respect, it must be pointed out that ensuring 
that the conditions for exercising a right are in place does not necessarily imply 
that the right must be exercised. Among the more “typical” social rights, there are 
examples of compulsory exercise (e.g., education for minors) as well as examples 
of exercise left to individual choice (e.g., the right to health, which is a social 
right, since the government must ensure the possibility of treatment, but which, 
as mentioned previously, is exercised, in general, on the basis of the individual’s 
self- determination).

In light of this alternative, it must be established whether access to the Internet 
is a social right of the first or second kind. On this subject, also considering what 
I exposed concerning data protection (see above, Section 2.3.1), it seems more 
logical to opt for the free exercise approach. In support of this position, one can first 
point out that when needed, the legal system can impose access to the Internet, so 
it would make no sense to impose a generalised obligation, beyond what is neces-
sary. After all, in a liberal democracy, limits to individual self- determination should 
be exceptional, especially in a case such as the one at stake, in which the limits 
necessarily also impact the right to personal data protection. However, there is 
also another argument, perhaps even more significant, that leads one to exclude the 
existence of an access obligation. It is a factual argument: no matter how effective 
policies to combat the digital divide are, inequalities will inevitably remain between 
individuals in accessing the Internet, not to mention outright exclusions, affecting 
categories of particularly weak individuals, for economic or cultural reasons, dis-
ability, or geographical area of residence. As a result, imposing an obligation to 
access the Internet would mean ignoring the shortcomings of the government’s 
policies and, at the same time, pretending that they have achieved results that have 
not been achieved, or that have been achieved only in part.

It is essential to always keep in mind the risk of exclusions that an access obli-
gation may produce. To demonstrate this assumption, reference may be made 
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to Judgment No. 106/ 2004 of 16 June 2004 delivered by the Belgian Court of 
Arbitration, that directly addressed the issue, even if not in relation to a social right. 
The challenged law replaced official paper publication of legislation with online 
publication, thus making the Internet almost the only means to gain knowledge of 
the legislation. The Court declared the new regulation unconstitutional, drawing 
attention to the fact that the challenged provisions made “a significant number of 
people” (those who were unable to access the Internet) “deprived of effective access 
to official texts”. Therefore, the lawmaker had to pass some provisions aimed at 
allowing anyone to know legislation without been required to necessarily access 
the Internet (the new regulation that Belgian Parliament passed was considered 
adequate to avoid unconstitutionality on the ground of discrimination in Judgment 
No. 10/ 2007 of 17 January 2007).

The publication of legislation and its knowledge by citizens is an essential 
element of the legal system so by no means it can be subject to the application 
of exceptional rules. As a result, it is simply impossible to establish an obligation 
to access the Internet in this field. But once the obligation is excluded, the way is 
open to individual’s self- determination and thus to recognise the freedom to refuse 
access to the Internet.

These findings seem obvious if the failure to overcome digital divide has created 
a situation in which access to the Internet is prevented: for those who suffer the 
digital divide, non- use is nothing more than inevitable. Less obvious, but maybe 
more interesting from a legal point of view, is what happens when access to the 
Internet is not fully prevented but it is difficult to implement, because of digital 
divide (and shortcomings in the government’s action). Leaving aside the issues 
related to inequalities between Internet users, the key element to consider is the 
degree of difficulty in accessing the Internet, and in particular whether or not the 
difficulty can concretely affect the choice to access. In other words, if access to    
the Internet is difficult, but not impossible, it is likely to have to balance the 
individual’s self- determination against other competing interests; and this balan-
cing can lead, in certain cases, to giving prevalence to the latter by founding an 
obligation to access (e.g., to fulfil a duty during pandemics).

In order to determine the outcome of the balance, however, one must always take 
into account how difficult access to the Internet is. The possibility of access that is 
recognised in theory may be of minimal relevance in practice if the individual must 
overcome too heavy an impediment to concretely use the Net. In such a case, an 
access obligation would create the conditions for social exclusion to the detriment 
of some categories of vulnerable subjects. In other words, the social exclusion 
would hit subjects who have difficulties in accessing the Internet, because of their 
economic situation, their illiteracy, their location, etc. If access to the Internet were 
required to exercise some rights, these vulnerable people would be excluded pre-
cisely because of their vulnerability. In fact, there is no room for them to choose 
whether to use or not use the Internet: rather, the recognition of the right not to use 
the Internet becomes a pivotal right, since it is an essential protection for the indi-
vidual and his social life.
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2.3.3 The right not to use the Internet as a tool to exercise one’s rights

Access to the Internet is not always considered an autonomous right. This is the 
assumption of those who consider the Internet to be nothing more than an instru-
ment (Cerf, 2012). By accessing the Internet, one can conduct many activities and, 
among them, also exercise a large number of rights (as well as fulfil duties). The 
Internet is therefore an “enabler of rights”, because the real right would not be the 
right to access the Internet, but rather all those rights that are exercised through 
access. From a legal point of view, the Internet would be no different from any 
other medium of communication: the relevant right is not to switch the television 
on or to find and buy the newspaper; what matters is rather to express one’s opinion 
or to be informed, through television or the newspaper. The same applies to the 
Internet.

It follows that access to the Internet is a component of the right that it allows 
to implement, and therefore its protection is the result of the rights that the 
Internet enables to exercise. In other words, access to the Internet can be protected 
only if, and to the extent that, it actually enables a certain right (an echo of this 
approach can be found in the judgment delivered by the Indian Supreme Court 
in the case Anuradha Bhasin v. Union of India, W.P.(C) No. 001031 /  2019, 10 
January 2020, notwithstanding its apparent critique of the “enabler of rights” def-
inition: Pajagopal, 2020).

This definition implies significant changes, not only in the legal status of access 
to the Internet but also, consequently, in the meaning of the non- access.

Theoretically, excluding a real right to access could ease the issues concerning 
its “negative side”: if there is no right related to the action, it makes no sense to 
search for a right related to the omission. This deduction turns out to be too simple 
to be correct.

Firstly, one needs to clarify whether the Internet is an instrument for exercising 
rights that is truly equivalent to others. In the affirmative, it is possible to state 
that the individual has a real choice among the tools, thus, from a legal viewpoint, 
access to the Internet or refusal to access it are only the result of personal self- 
determination. For instance, this is the case of the choice of the means through 
which communicate with a friend: one can freely choose between a telephone 
call or a VOIP service. If no equivalence can be determined (and it is, of course, 
what happens most of the times), the choice is only theoretical; thus access to the 
Internet is actually the only tool that allows the exercise of the rights, or at least a 
certain type of exercise or, perhaps, a complete exercise of the rights.

Facing this alternative, it is fair to state that even excluding that access to the 
Internet is an autonomous right, one still must assume that the individual, in many 
cases, has no real choice between the Internet and any other means to exercise a 
right, since the Internet is much more comprehensive and effective than any other. 
The issue of the right not to use the Internet is thus far from being irrelevant, 
although it needs to be considered from a different perspective than in the previous 
paragraphs: since the right is no longer to access the Internet, the focus of the ana-
lysis becomes the type of rights that are exercised thanks to the access.
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Against this backdrop, freedom and social rights must be clearly distinguished.
Concerning social rights, the core of the issue is quite simple. The exercise of 

a social right implies government action, and this action is specifically addressed 
to those who could not exercise the right without the support of public author-
ities, because of economic, social, health, age or other reasons. As a result, if, 
to benefit from government action, one must have access to the Internet, then it 
is highly likely that a deadlock takes place: those who need support cannot get 
it because they cannot use the instrument (i.e., the Internet) through which they 
obtain it. In other words, as long as a digital divide exists, certain categories of 
individuals are excluded from using the Internet. There is a very high risk that these 
categories of individuals coincide, at least in part, with those who are entitled to 
receive the government’s support (e.g., many elderly people do not have access to 
the Internet, thus if a social right were available only through online booking, then 
a case of patent exclusion would occur: European Union Agency for Fundamental 
Rights, 2023).

To avoid such a paradox, the availability of the instruments that allow the exer-
cise of a social right must have an essential part in the definition of the services 
that the government must offer. Indeed, defining these services means defining the 
social right itself. Therefore, since the Internet is the “enabler”, the instrument of 
the social right, the latter necessarily encompasses access to the Internet. In short, 
even though it is not an autonomous right, access to the Internet must be considered 
as if it were a social right whenever access is the way through which a social right 
is exercised. Consequently, to assert a right not to use the Internet, one can refer to 
the considerations made previously (Section 2.3.2).

When access to the Internet is aimed at exercising a freedom, further difficulties 
appear, because one needs to distinguish depending on the individual’s choices. 
Of course, no problem exists if a person decides not to exercise a certain freedom. 
On the contrary, if he/ she decides to exercise it, then he/ she must be enabled to do 
so, otherwise, it is not a freedom at stake but rather a luxury. From this point of 
view, access to the Internet, as a means of exercising freedom, must be guaranteed, 
just like social rights. That is to say that the non- use of the Internet should never 
be the result of the impossibility of using it: even regarding the exercise of rights 
of freedom, one must be able to refuse access to the Internet and not be forced 
to waive it. If this were the case, a major problem would arise, at the very least, 
because of a possible infringement of equality.

This reference to equality introduces a further issue to be addressed. Since the 
digital divide could be fully removed only in a perfect world, the recognition of 
a right not to use the Internet in relation to the possible exercise of social rights 
was the means to prevent vulnerable categories of people from suffering further 
discrimination. When it comes to the exercise of freedoms, the issue becomes con-
siderably more complex. For two reasons.

First, being able to access the Internet undoubtedly enables one to exercise many 
freedoms more effectively than with other means. In this respect, establishing the 
right not to use the Internet would not avoid discrimination, but would rather give the 
individual nothing more than the right to … accept being subject to discrimination.
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Second, the right not to use the Internet is not deprived of relevance, but its 
scope is extremely limited. Indeed, as a rule, it is hard to imagine freedoms that 
necessarily require access to the Internet: the latter can be useful, but not indispens-
able. In this respect, the right not to use the Internet cannot function as a protection 
against a de facto obligation, likewise for the case of social rights. There is room, 
however, for some exceptions. When they occur, the right not to use the Internet 
turns out to be a relevant form of protection.

The most important exception is related to the freedom of having recourse to 
judicial guarantees. As became usual during the COVID- 19 pandemic, massive 
use of digital technology can have a deep impact on the conduct of judicial 
proceedings. Even in normal situations, videoconferencing is quite frequently 
used. Nevertheless, these possibilities offered by the Internet can have negative 
repercussions, for example, on a defendant who feels uncomfortable in front of a 
video- camera. Consequently, asserting a right not to use the Internet can have the 
effect of protecting fundamental rights, which may be restricted only under excep-
tional conditions (such as a pandemic) or only after a balance carried out between 
individual self- determination and equally important needs (e.g., public safety that 
requires the accused prisoner not be let out of prison).

At first, among the exceptions, one might be tempted to also include freedom of 
expression, which can be exercised on the Internet in a much more extensive form 
than in any other medium of communication. Actually, as important as the Internet 
is for freedom of expression, this freedom can be fully exercised offline: with much 
greater obstacles, much longer time and a much more laborious research, what is 
found on the Internet should also be found offline, what can be communicated 
on the Internet can be communicated offline. Moreover, the difference between 
freedom of expression online and offline does not consist only of the advantages of 
the former over the latter. Indeed, the Internet also has its dark side, which cannot 
be overlooked precisely concerning freedom of expression.

2.4 The dark side of the Internet and the right not to use it: Final remarks

The huge amount of information that characterises the Internet does not neces-
sarily mean that the individual can improve her/ his knowledge (Passaglia, 2022). 
This is, of course, a driving factor for putting Internet policies at the top of the 
government’s agenda. Oddly enough, such an important factor is generally not 
called into question, probably because of the original definition of the Internet as 
an area of freedom, a “new home of Mind” (Barlow, 1996), in which individuals 
are free to express themselves as they wish.

The issue is, therefore, whether this definition is still valid. To say it in a few 
words, if the idea of freedom remains the milestone of our conception of the Internet, 
irrespective of its governance, its main actors (the so- called “gatekeepers”), and the 
use and abuse of algorithms and artificial intelligence raise the question whether 
social, spiritual and intellectual growth on the Internet can still be considered 
genuinely “free”. Chamber echoes, filter bubbles, rankings and other tools heavily 
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influence the communication and knowledge transfer of individuals, and somehow 
determine their social digital life.

These considerations cannot lead to the stigmatisation of the Internet and the 
denial of its potential in terms of freedom of expression and its impact on personal 
and collective self- development. However, the time is ripe for a deep reconsider-
ation of the original conception of the Internet.

And, thanks to such a different approach, greater attention should be paid to the 
right not to use the Internet.

The aim of this chapter was precisely to suggest possible points of view from 
which to analyse this right. The analysis that was carried out showed that this is a 
complex right since it has many possible concrete repercussions.

Indeed, taking into consideration the different legal conceptualisations 
of access to the Internet, one can define the lack of access as the result of a 
refusal, a waiver, or the effect of an inability for an individual to access the Net. 
Therefore, in some cases, the Internet is not used because of a (free) choice, 
while in other cases there are external factors that prevent use. On the one hand, 
the importance and diffusion of the Internet in contemporary societies require 
that barriers that do not allow an individual to use the Internet be overcome; on 
the other hand, the principles of any liberal democracy require that individual 
self- determination be protected. The right not to use the Internet aims to imple-
ment both requirements: this remark per se makes it surprising that it is still a 
very neglected and, often, even denied right.

On the contrary, it is an increasingly essential right. Actually, it is necessary that, 
in parallel with the development of technology and the Net, a legal framework be 
developed in which individuals are protected when they are users of new technolo-
gies. At the same time, it is no less necessary to focus on the need to constantly 
ensure the possibility of avoiding the use of technologies available on the Net. 
Only in this way can the proper development of the Internet in society be guaran-
teed, because only in this way can one think of building a society where the Internet 
can be developed without individuals becoming dependent on it.
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3  Framing the right not to use 
the Internet

Mart Susi

3.1 Introduction

Analogy with astronomy produces, for illustrative purposes, an image capturing 
key features of a new human right formation. A viewer from the space observatory 
and a sleepless poet both know that more stars mean more light at night. An ideal-
istic onlooker from the ivory tower supposes that every new human right expands 
the existential1 normative horizon.2 I have used the expression “existential norma -
tive horizon” to point at the dilemma whether the human rights horizon has limits 
or whether human rights can, sense stricto, grow endlessly. Such endlessness, as 
I will show in the following, turns into uselessness at some point.

Yet both in astronomy and human rights architecture appears a limit against the 
claim of “more is better”. Like Olbers’ paradox3 in astronomy questions the infinity 
of the external universe and claims boundaries to the number of stars in connection 
with our observational capability, so does the human rights inflation4 phenomenon 
reject the ubiquity of human rights. It points to the necessity of establishing epi-
stemic and ontological criteria for validating a new human right claim. A meta-
physical argument, from a commoner’s perspective, which has to be endorsed 
here, draws on John Milton’s statement from Areopagitica that a positive feature 
of something is only recognizable because the opposite to the positivity exists in 
parallel.5 Ergo, stars exist only because there are objects which do not meet the 
criteria of temperature, colour, luminosity, mass and size; and human rights exist 
only because there are other rights which do not meet the criteria of universality 
and priority over other rights.6

The epistemic commonality between astronomy and human rights science 
concerns knowledge development about the “new kid in the block”. Astronomers’ 
enthusiasm when detecting the appearance of a new object which may or may 
not develop into a separate star is comparable to that of human rights scholars’ 
when a claim of a new human right is raised. Yet detecting a new object in the 
space through the Hubble Space Telescope, or advancing an argument that some 
entitlement merits the label of a human right is just the first step along the road 
before confirmations. In human rights discourse this road is labelled as the period 
of contestations which may lead to the recognition of a new human right, or to its 
rejection, or to perpetuating the process of validation against doubts.7 There can be 
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formation failures in both fields. The claim of a new human right may never gain 
sufficient critical mass of recognition and thereby may not extend the human rights 
regime;8 and in space brown dwarfs may lack the mass needed to jumpstart the 
nuclear fusion necessary for star formation.9

The ontological commonality is related to the characteristics of the newborns. 
There are difficulties to observe these characteristics in the first glance. The inter-
stellar medium obscures the clear image of the new object in space, because the pro-
cess of a new star formation is usually connected to molecular clouds and dust.10 The 
same can be observed for a new human right claim emergence, especially in relation 
to the digital sphere. Elsewhere I have shown that the online domain can alter the 
meaning of well- established human rights to a wider or narrower extent, impacting 
core concepts such as transparency, legal certainty and foreseeability.11 Benedek 
has advanced the argument that the danger of fragmentation of international regula-
tion may evolve in the digital sphere due to competing regulations each claiming to 
apply globally.12 Several countries and regions have adopted “digital constitutions”,13 
which, without having the space here to enter into their detailed review, indicates the 
need to address human rights transposition away from their traditional offline setting 
in specific normative instruments. Pointing to the view that technicism of the digital 
domain leads to “digital constitutionalism”14 suffices to complete the argument that 
the digital domain can be compared to a cloud or dust surrounding the formation of a 
new star. The challenge is to look beyond such cloud for comprehending the features 
of possible new digital- domain specific rights.

The period of contestations in human rights development creates uncertainties. 
For instance, how an existing “traditional” human right may become a “parent” 
right when new rights are formed.15 This chapter now will look inside the digital 
discursive dust with an attempt to establish the contours of the claim that a new 
human right may be justifiable –  the right not to use the Internet.

3.2 The analysis –  framing and questions

The analytical part will start by formulating the claim of the new human right under 
review.

It will then proceed to review this claim under different theoretical frameworks 
concerning human rights development. Ontological questions will thereafter be 
raised: first, whether the right not to use the Internet has the potential to develop 
into a self- standing new human right or whether it is more suitable to speak of 
an extension of an existing human right; second, what can be said to constitute 
its “parent” rights; and third, whether there are other claims of new human rights 
which may be closely connected to this right.

3.2.1 The claim

3.2.1.1 About recognition

The right not to use the Internet is not recognized as a general entitlement in inter-
national or national legal instruments. Yet there are moves from the phase of an 
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idea to acceptance in specific circumstances –  for instance Belgium and France 
have adopted laws to allow employees from the public sector to “disconnect” 
after working hours and not communicate with employers, except in extraordinary 
circumstances.16 Although within the three phases of recognition articulated by von 
der Decken and Koch –  the “idea”, the “emergence” and “full recognition” –  it is 
not always possible to determine in which phase a new human right is situated at 
any given point in time,17 at the time of writing this chapter, the claim of this new 
right has clearly not passed beyond the state of an idea. This is because of the 
absence of normative activity by legislatures, non- inclusion of such right into any 
policy agendas, or activism by courts to suggest that such right “might exist”. Calls 
for applying “evolutionary treaty interpretation” regarding the entitlement not to 
use the Internet are scarce.18

3.2.1.2 The idea

The so- called norm entrepreneurship triggering the articulation of a new human 
right idea is usually based on the assumption that the current body of international 
human rights law has limitations in protecting some important human interests.19 
Von Arnaud and Theilen have adduced appellative and contesting functionality 
arguments in relation to the emergence of the idea of a new human right, and they 
claim essentially the same.20 The appellative function draws attention to a certain 
situation which is deemed sufficiently unjust so as to qualify as a human rights 
issue,21 and the contesting function refers to the usage of the phrase “a human 
right to …” to remedy a situation which is considered undesirable by those who 
propose the right.22 The claim of the right not to use the Internet has not moved 
beyond these functional stages, for instance into the jurisgenerative stage, where 
the initial content meaning imagined by civil society activists and scholars would 
become constrained by state institutions and courts.23 It is too early to speak of 
an explicit rhetorical paradigm shift, which may never happen. A restless reader 
might at this point abandon reading and conclude that return to this topic becomes 
relevant once there are signs of a discursive struggle, having the capacity to initiate 
normative paradigm shift.24 Yet as will be shown soon in this chapter, the rhetoric 
about a closely related right –  the right to a decision by a human –  can expand 
to affect justifiability of rights protecting similar interests. This also alerts the 
reader to the possibility of accelerated maturation of the idea not to use Internet, 
should the right to a decision by a human move fast forward along the phases 
of recognition. We can introduce here the clustering hypothesis in human rights 
development. It says that new human rights claims originating from the same 
parent rights and protecting closely related interests can be justified or rejected 
through similar arguments, and consequently should pass through the recognition 
phases with relative proximity in time. This hypothesis is not confirmed and will 
be addressed below further.

A question about the degree of flexibility has to be raised concerning the idea of 
a new human right. We can call this the problem of initial justification. That is, how 
to decide about the sufficiency of reasons which allow to speak of a new human 
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right instead of a collection of emotions and sporadic observations that “something 
is structurally wrong”? Return to analogy with astronomy is about the cloud of dust 
which blocks a view to inside in order to determine whether elements of a new star 
are there. Any position abandoning the requirement of at least some reasons would 
lead to arbitrariness and weakening of human rights architecture, because the label 
of a human right could be extended too easily and early. In summer 2024, the right 
not to use the Internet has not moved beyond the phase of an idea, and related rhet-
oric does not exhibit all functional elements associated with the development of a 
new human right. Is it therefore justified at all to speak of such a new right, or is 
it still an intellectual venture? The problem of initial justification disappears after 
discourse emerges about the content, related obligations and position of the new 
human right in the existing legal system.25 We need to view therefore the status of 
contextual discourse around the proposed new right not to use the Internet.

3.2.1.3 The rationale

The rationale of the proposed new right not to use the Internet rests on reversal of 
the right to use the Internet into an obligation to use the Internet. Such reversal can 
be considered a phenomenon of the non- coherence between the digital and non- 
digital domains.26 Recent claims to recognize free Internet access as a self- standing 
human right are built upon the recognition that people need this right to live their 
daily lives. Merten Reglitz assertion that “The internet has unique and fundamental 
value for the realization of many of our socio- economic human rights …” is an 
example.27 Nicholas Nugent’s Viewpoint Access Theory builds five Internet rights 
on the assumption of inseparability of the digital domain from our existence.28 
Dariusz Kloza has shown the implicit obligation to use the Internet because it 
contributes to the efficiency or convenience of the functioning of the state or an 
organization and decreases costs of traditional person- to- person communication 
models, which are replaced by digital ones.29 Many examples could be given and 
anecdotal, yet truthful stories told –  which will not be done here, of how people 
not having access to the Internet or not wishing to use it have complications to 
interact with the public power. Take for instance Estonia’s e- governance system,30 
where someone wishing to communicate with a taxation official in person or make 
an appointment with a doctor by phone call faces considerable hardship in terms 
of time and effort. The spread of the obligation to use the Internet in public and 
private communication is a reason enough to raise the question whether a specific 
right countering such obligation can be justified. Kloza has put forward concrete 
arguments to support such right –  first, the matter of personal choice; second, the 
matter of affordability –  some people simply are unable to acquire the equipment; 
and third, the absence of required skills.31

3.2.1.4 Formulations

Building upon the reflections given, the following is an attempt to offer some 
alternatives for formulating the right not to use the Internet. The first alternative is:
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Everyone has the right not to use the internet. Governments must secure through 
laws and appropriate means to everyone equal and efficient access to public 
services and essential services from private entities through the communication 
channels of their choice.

The second alternative is:

Everyone is guaranteed access to public services and essential services from 
private entities through the communication channels of their choice. There is no 
obligation to use the Internet for accessing these services.

The third alternative would simply and explicitly add a specific factor into the 
catalogue of features which can constitute discrimination –  that is, people should 
not be discriminated on the basis of their choice to use or not to use the Internet.

The answer to the initial justification problem –  formulated at the start of this 
section –  cannot be sufficiently discussed here. I will confine myself to the assertion 
that the initial justification of a new human right should build upon one or sev-
eral of the core fundamental values, such as dignity, equality, non- discrimination 
and personal choice. Both alternatives proposed are direct guarantees of personal 
choice, equality and non- discrimination.

3.2.2 Theoretical frameworks

Among the frameworks conceptualizing human rights development the question 
about sufficiency of moral standards and value judgments occupies a central pos-
ition. That is, whether the existence of a new human right can be justified merely 
on the basis of qualitative indicators, although requiring high degree of judicial 
and political consensus, or whether metrical indicators can be applied separately 
instead, or as a supplement to qualitative indicators. The choice of conceptual 
framework has far- reaching consequences for human rights architecture, the fea-
ture of human rights universality, and primarily for the phenomenon of human 
rights inflation. This chapter is interested only in the last aspect –  whether the 
exclusion of quantitative criteria from human rights development conceptualiza-
tion and reliance only on morality and values may give a different response to the 
question if, in principle, human rights can expand endlessly.

3.2.2.1 The quality control approach

Phil Alston represents the approach relying on qualitative indicators only. His 
appellation contrôlée test is about the matter when a new human right has matured 
to the degree that is can be recognized as a self- standing right by an international 
institution.32 Others have expressed similar ideas conditioning the recognition of 
a human right to values and consensus only. For instance, James Nickel links the 
justification of a new human right to its dealing with some very important good 
and its response to a common and serious threat to that good, as well as it being 
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feasible in most countries of the world.33 Brems conditions the establishment of a 
new human right to the threshold criterion (a human right should protect interests 
that are of great importance) and universality criterion (a new human right should 
be universally valid).34

The pursuit of this practice- dependent approach to new human rights devel-
opment, which Alston and others represent, does not exclude the possibility that 
the universe of human rights is endlessly growing. It is dependent on what states 
can agree on and what is considered to be socially important at a given time. This 
approach underlying the rights inflation proposition is utilitarian and, surprisingly, 
can in principle be mirrored in the opposite process as well –  the deflation of human 
rights, or the shrinking of the number of human rights, should the global commu-
nity become tired of the human rights language.

Although Alston has the aspiration of putting forward a universally applicable 
mechanism of rights’ development quality control, the essential element of what 
constitutes quality is actually missing. The only element close to the idea of quality 
is that a new right needs to reflect of a fundamentally important social value. Other 
elements are related to political consensus building and rights enforcement prac-
ticalities. Yet the notion of a fundamentally important social value is construed in 
isolation from specifying standards. It therefore is open to excesses from relativism 
or geopolitical agendas from states claiming hegemony. It is here where metrics 
should assume a restrictive function.

Because a very concrete and individual idea can also meet the standard of an 
important social value, Alston’s new human rights quality control method turns 
into something completely different –  it enables unlimited expansion of new human 
rights. Alston’s filter would not block entry of very specific digital rights into the 
status of a fundamental rights, provided that countries agree to this. Its logical 
consequence if applied to online rights, is that most rights in digital constitutions, 
provided they are repetitive, can be justified as fundamental rights. The meaning 
and value of fundamental rights would then wither through a process called by 
others as rights inflation. This is sufficient to say that additional components need to 
be added to Alston’s list, so that it can be turned into an approach where qualitative 
standards and non- relative and non- political characteristics prevent the inflation.

With respect to the right not to use the Internet, the Alston approach shows 
the following image. This potential right is about enhancing choice how to be 
engaged with public power and access vital services from the private or public/ 
private sectors (such as education or finance) –  therefore it reflects a fundamentally 
important social value of personal freedom. Considering that this right is a derivate 
of the right to privacy, it is relevant throughout different value systems, although 
such relevance stays at a high general level. This right can be considered an inter-
pretation of the UN Charter Article 12 obligation to protect privacy. Although at 
present value systems around the world are more and more polarized –  a statement 
which does not need confirmations –  recognizing the right not to use the Internet 
might not reach the depth of political differences. Thus is can be considered 
that establishment of a considerable degree of international consensus cannot be 
excluded, especially since the digital domain poses similar threats to states across 
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the globe. Since we apply the Alston approach at the phase of a new human right 
idea, the aspect of existing states’ practice enforcing the right does not apply. Yet 
provided that such right would become recognized by states from different political 
families, courts’ practice shall definitely follow to meet this criterion. The final cri-
terion of sufficient preciseness to give rise to identifiable right and corresponding 
obligations is met through the definitions proposed in the previous section. States 
and private entities have the obligation to enable to communicate with rights’ 
holders both via Internet and non-Internet based channels. This preliminary sketch 
allows to suggest that under the qualitative criteria approach, of which Alston’s 
quality control proposal is an example, the right not to use the Internet can be jus-
tified as a new human right. It is conditional upon the assumptions of consensus 
building and fitting into different value systems.

3.2.2.2 The decrease in universality and abstractness thesis

The approach to replace or supplement the values- based- only criteria with metrics- 
based criteria is represented by the decrease in universality and abstractness thesis, 
which I have articulated and explained elsewhere.35 I have claimed in the context 
of the thesis that

There are two distinct categories of new human rights claims. First, there are 
new human rights clams connected with the incapability of the discursive prac-
tice of established rights to provide sufficient protection to certain groups.36

Second, there are new human rights claims which are meant to enhance some 
specific aspect of an established human right.37

… the process of new human rights development has two directions: either 
towards the decrease of universality, as is the case with the rights for specific 
groups, or towards the decrease in abstractness, as is the case with rights derived 
from or being implied by established rights.38

For illustrative purposes Figure 3.1 can be presented.
With the increase of the aspect of individuality, at some point the element of 

universality connected by definition with a human right is lost. Likewise, with 
the increase of concreteness, at some point the new human rights claim loses the 
aspect of abstractness associated by definition with any human right. The decrease 
of abstractness and universality do not necessarily go hand in hand. A human right 
can retain a strong abstract character and at the same time decrease in universality. 
And conversely, a human right can retain a high degree of universality and at the 
same time decrease in abstractness. The box labelling a right as a “human right” is 
a matter of choices, but in principle the thesis excludes the possibility of endless 
growth of human rights. This is because the levels of abstractness and universality 
of any human right claim cannot by definition fall below certain degree.

This thesis when applied to the right not to use the Internet has to be viewed  
on both axes –  universality and abstractness. The statistical information available 
shows that as of April 2024 there were 5.44 billion Internet users worldwide,  
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amounting to around 67.1 percent of the global population.39 The United Nations  
led EGDI (E- Governance Development Index)40 most recent report of 2022 shows  
60 countries having EGDI values between 0.75 and 1.00; and 73 countries having  
the values between 0.5 and 0.75.41 The maximum  figure 1.00 shows that a resident  
of the particular country can accomplish all official affairs via websites only, if he  
or she so chooses. These statistical figures show that Internet usage for communi-
cation with the public power stands far beyond a group interest and meets the  
criterion of universality for the purpose of our analysis.

Next we have to see where the criterion of abstractness positions the idea of 
the right not to use the Internet in the visual description figure. Although there is 
no generally shared definition about abstractness in human rights discourse, the 
view of close connection to core human rights principles has to be endorsed here. 
Alexy has defined this as the simpliciter argument42 of clear referral to fundamental 
values, Sano points to the level of generality, which is higher for abstract principles 
and more concrete for obligations.43 We observe several layers between the entitle-
ment not to use the Internet and fundamental values. Because this entitlement is not 
related to the usage of Internet per se, but in relation to its concrete functionality 
as the enabler to manage one’s official business with the state and/ or obtain essen-
tial services from the private sector. If this entitlement was labelled as an overall 
right not to use the Internet in any communication with anyone, its justifiability as 
a human right would move significantly towards higher degree of abstractness. But 
this scenario would be the intrusion of public power into private sphere, where any 
online company would be compelled by law to offer their services offline as well, 
and as such it is unrealistic even in theory. Therefore the right not to use the Internet 
as a human right idea can be still limited to cases related to managing its public 
affairs or accessing vital services. More aspects about ontology of the entitlement 
not to use the Internet will be looked at in the next section, which can open a more 
nuanced image. Yet the first glance about its abstractness leads either towards the 
rejection of the right not to use the Internet as a human right or positions it at the 
margin of the human rights box in the graphical description due to high degree of 
concreteness.

Figure 3.1  Visual depiction of the decrease in universality and abstractness thesis.
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3.2.3 The ontology of the idea of a human right not to use the Internet

One of the main conclusions from the collective intellectual work of more than 40 
scholars working on the Cambridge Handbook on New Human Rights44 reflect the 
ontology of new human rights. It was formulated as follows:

All the new human rights … can be traced to some uncontested, globally 
accepted and long- standing human right norm or multiple norms in conjunc-
tion, which can thus be considered an overarching conceptual framework for the 
emergence of any new human rights claim.45

The book confirmed the correctness of the derivation approach46 –  through 
analysis of various emerging new human rights. Derivation means that most new 
rights are derived from already existing ones with adding new elements. At one 
point separation of a new human rights from the “parent” right may be justified. In 
order to derive a new human right, it must be shown through discourse that the new 
right is “implied” or “inherent” in one or several already existing human rights.

Since discourse about the right not to use the Internet is scarce and the propos-
ition stays at the phase of an initial idea, the question about connection to existing 
rights will be guided by intuitionistic logic. A careful reader notices the word “ini-
tial” before the word “idea”, which is a call to further differentiate the first phase 
of idea in new human right development. I will limit this novel point here with 
the suggestion that the justification of the initial idea of a new human right can be 
sufficiently accomplished by intuition, but for moving beyond the phase of idea 
discursive arguments need to appear. The intuition says that the right not to use the 
Internet has ontological connection to the right to privacy, the right to good admin-
istration and the right to a decision by a human.

3.2.3.1 Connection to the right to privacy

The formulation of the right to privacy in the contemporary era is widely credited to 
Warren and Brandeis’ formulation from 1890 as an interest “to be let alone”.47 Yet 
privacy in the digital domain differs to a considerable degree from privacy in the 
non- digital domain. For instance, Richards has declared privacy online “dead” or 
“dying”.48 Facebook’s Zuckerberg says that “privacy is no longer a social norm”.49 
Thomas has asserted that today nobody appears “to have any very clear idea what 
privacy is”.50 The doctrine of privacy fatalism is advanced by some to characterize 
the distortion of the traditional meaning of privacy online.51 The possibilities to 
intrude privacy by media are considered more readily available and with broader 
impact, in comparison when Warren and Brandeis critiqued “the press” which 
was “overstepping in every direction” beyond common decency and engaging in 
“vicious” and “unseemly” gossip.52 It is suggested that the Internet has given birth 
to modern privacy rights, as proposed by some scholars focusing on new tech-
nology and associated data practices and threats and challenges to privacy, par-
ticularly the development of new computing and data- based technologies.53 The 
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result of this process is that defining and conceptualizing privacy has become an 
increasingly complex and complicated task, as noted by Lin.54 Penney asserts that 
difficulties associated with defining privacy online may have the “chilling effect” 
of deterring people from exercising their rights and freedoms on the Internet. These 
views do not mount to denying that privacy exists in the online domain, but con-
testation to the “traditional” offline meaning of privacy is prevalent.

The right not to use the Internet means, given the change of privacy meaning 
upon transposition from offline to online and explainable by the non- coherence 
theory, the entitlement to be let alone by the Internet. The single point of interest is 
whether such general formulation entails any need for the separation of the entitle-
ment to be let alone by the Internet from the overall entitlement to be let alone. At 
such general level this need does not exist. It may appear through concretization 
and ontological comparison with other rights.

3.2.3.2 Connection to the right to good administration

Such right is protected under the EU Charter of Fundamental Rights55 Article 41 
and includes three entitlements: the right to be heard before an individual measure, 
the right to have access to his or her file and the obligation of administration to give 
reasons. Several countries have included comparable entitlements into national 
legal systems.56 The right to good administration has generic roots in the phys-
ical domain and has the focus anchoring several human rights principles such as 
accountability, responsiveness and openness57 into how the state should conduct its 
affairs with rights holders.

The elements of accountability, responsiveness and openness can be merged 
under the umbrella principle of transparency. But the features of transparency 
in the digital and non- digital domains are non- coherent. There seems a desire to 
move from quantity- based meaning of transparency towards a feature entailing 
certain qualitative elements enabling to explain decisions. For instance, European 
Commission expert group of artificial intelligence has published a set of standards 
for transparency, which should enable the identification of the reasons why an AI- 
decision was erroneous which, in turn, could help prevent future mistakes.58 As a 
next step, the EU Artificial Intelligence Act enlarges the meaning of online trans-
parency regarding artificial intelligence decisions to reveal input and output elem-
ents.59 There are attempts to implicitly accept that the meaning of transparency 
online has changed and put this into normative shape, which would now be the 
explicit acceptance of the variance in the meaning. For instance, UNESCO has 
endorsed an assertion that “a third way is increasingly being proposed: to focus 
more on issues of process, rather than content, and especially to focus on greater 
transparency of the processes used by the platform companies”.60 All this has 
led me elsewhere to assert61 that upon transposition into the digital domain core 
principles of human rights architecture –  as we know them –  change. Transparency 
turns into non- transparency, legal certainty into uncertainty and foreseeability into 
non- foreseeability. Since the right to good administrative is a highly specific human 
right –  doubts can be expressed whether it fits into the box of Figure 3.1 –  containing 
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epistemic features, and since the non- coherence theory shows that these features 
undergo considerable change upon transposition into the digital domain, it can be 
asserted that the right to good administration no longer is an offline- domain centred 
right and its substance can be evoked both offline and online. The right not to use 
the Internet says that administration has to be provided also offline, and the right 
to good administration refers to the characteristics of this administration. The right 
not to use the Internet is a gatekeeper from moving all administration into the 
digital domain.

3.2.3.3 Connection to the right to a decision by a human

The General Data Protection Regulation (GDPR) contains in Article 22(1) this 
right: “The data subject shall have the right not to be subject to a decision based 
solely on automated processing, including profiling, which produces legal effects 
concerning him or her or similarly significantly affects him or her”. Shany’s ana-
lysis62 of the present discourse shows that “the right to a human decision maker 
appears to be well on its way to becoming recognized as a universal human right, 
recognized under IHRL”.63 His listing of claims justifying the recognition of the 
right to a decision by a human as a human right include concerns about arbitrariness 
and abuse of power of automated decisions, their lack of accountability and demo-
cratic legitimacy, the inability of data subjects to participate in decision- making, 
fears of algorithmic discrimination and unfairness, and finally the incompatibility 
of algorithmic decisions with human dignity where the absence of empathy is 
substituted by “data shadows”.64

Despite what one would expect prior to contemplation, the right not to use the 
Internet and the right to a decision by a human share a very limited common area 
in content. They are both related to the digital space, but this similarity is at a very 
high level. Concretization shows separate areas of focus. The right not to use the 
Internet is concerned with privacy and not having to rely on certain communica-
tion model for obtaining public and private services. The quality of these services 
remains outside of this new right’s scope. The right to a decision by a human is 
concerned with the opposite –  the quality of public and private services is of cen-
tral importance and whether the service is provided through Internet or not remains 
outside of its scope.

3.3 Concluding remarks

This chapter has applied two theoretical frameworks to consider whether the right 
not to use the Internet can be justified as a new human right. The approach relying 
on qualitative indicators only, represented by Alston’s quality control idea, shows 
the potential to give an affirmative response. The decrease in universality and 
abstractness thesis leads to a contrary response. Although the universality of such 
new right has to be accepted, it remains highly concrete and therefore doubts pre-
vail about its justifiability as a human right.
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The right not to use the Internet is about the entitlement not to be forced to use 
the Internet for conducting one’s official affairs with the state, nor for obtaining 
vital services from private companies. It is an aspect of the right to privacy and 
there are not enough reasons to speak of its extension into a new self- standing right. 
There is some functional connection to the right to good administration, because 
the latter can be better enforced outside of the digital domain. There may be some 
who choose to evoke the right not to use the Internet in order to benefit from the 
right to good administration, but there also may be some who do not care about the 
quality of administration.

The right not to use the Internet is no guarantee for the right to a decision by a 
human. Therefore, the clustering hypothesis formulated in this chapter could not 
be confirmed, because these two rights are not originating from the same parent 
right and are not protecting closely related interests. To recapitulate, the parent 
right of the right not to use the Internet is the right to privacy, and the parent right 
of the right to a decision by a human is the right to good administration. Yet it is 
important to develop the idea of the right not to use the Internet further and try 
to push it from the phase of an idea into the phase of emergence through schol-
arly discourse and advocacy. This right should be viewed as a shield against the 
increasing pressures to conduct all business with the governments via the digital 
domain. The final speculation of this chapter asserts that the more the obligation 
to use the Internet strengthens, the more justifiable becomes the right not to use 
the Internet. Such general speculation has to suffice as the end of this chapter. The 
topic of interconnectedness of various entitlements and their possible positive or 
negative correlations will be explored elsewhere in the future.
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4  Human rights and the digital divide
Recent developments in the case law of the 
Belgian Council of State1

Pauline Lagasse and    
Sébastien Van Drooghenbroeck

4.1 Introduction

In April 2024, Prof. Elise Degrave suggested in newspaper Le Soir (Degrave, 2024) 
that a new fundamental right should be enshrined in the Belgian Constitution: the 
right not to use the Internet (see also, Degrave, 2023: 212– 244; Kloza, 2024).

In Belgium, constitutional amendment itself presupposes a preliminary step: the 
Constitution must be first declared open to revision on the point in question, either 
to incorporate the proposed new provision or to amend an existing provision 
(Belgian Constitution, art. 195).2

In view of the data currently available, this preliminary hurdle could be 
considered to have been passed. The declaration of revision of the Constitution, 
published in the Belgian Official Journal on 27 May 2024, indeed allows for the 
insertion, in Article 23 of the Constitution, of a right to a universal communica-
tion service, the negative aspect of which could, among other things, include the 
right not to use the Internet (Moniteur belge, 2024). All that remains is to find the 
necessary governmental majority to proceed –  after the constitution of the Federal 
Government –  with the actual revision.

There are undoubtedly very good reasons for producing such a constitutional 
effort. If the right not to use the Internet implies, among other things (Kloza, 2024), 
the need to provide an alternative to “all- digital” for the victims of the “digital 
divide”, then, according to the latest figures available (King Baudouin Foundation, 
2022; UNIA, 2023), there is a real urgency to do so in Belgium. According to 
figures from the King Baudouin Foundation (King Baudouin Foundation, 2024), 
in 2023, 40% of people aged 16 to 74 are in a situation of digital vulnerability 
(compared to 46% in 2021): 5% do not use the Internet and 35% have low digital 
skills. Despite this positive development, the proportion of Belgians with weak 
digital skills remains higher than the European average and, more importantly, 
higher than that of our neighbouring countries. Furthermore, in terms of digital 
vulnerability, the gap between low-  and high- income individuals widens by 3 per-
centage points.

The aim of this chapter is to show that, while awaiting the desired constitu-
tional revision, the Belgian legal system has already, on more “classical” legal 
bases, produced some interesting solutions to the problem at hand. The principle 
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of equality and non- discrimination were important levers in this respect (Section 
4.2). More recently, the constitutional provision dedicated to the inclusion of 
people with disabilities also offered a welcome boost (Section 4.3). However, the 
ideal of “concrete and effective rights”, to use the famous words of the European 
Court of Human Rights (ECHR, Airey, 1979), cannot be satisfied with these 
early achievements, and will require more than the pure and simple inclusion in 
the Constitution of a new provision that would merely codify this constitutional 
acquis: this is what will be outlined in Section 4.4.

This contribution is essentially based on an observation of the advisory prac-
tice of the Legislation Section of the Belgian Council of State (Conseil d’Etat),3 to 
whose office the two authors contribute as, respectively, auditor and assessor.

4.2 Digitalisation, equality and non- discrimination: the aftermath of the 
“Moniteur belge” judgment

“Indirect” discrimination occurs when an apparently neutral practice is likely to 
cause particular harm to a category of people because of their age, disability, sex or 
particular socio- economic situation.4

Clearly, the increasing digitisation of the provision of goods and services –  both 
private and public –  will come into tension with this aspect of the ban on dis-
crimination (Langlois & Van Drooghenbroeck, 2023). Statistically, elderly people, 
those with disabilities, or in situations of socio- economic hardship are indeed 
overrepresented in the category of victims of the digital divide. Access to these 
goods and services for these categories of people will become increasingly diffi-
cult, if not impossible.

Although this precise concept of “indirect discrimination” was not used at the 
time, this tension first came to light in the ruling handed down by the Belgian 
Constitutional Court on the changeover from the paper version to the electronic 
version of the Belgian official journal (Moniteur belge, Belgisch Staatsblad, 
Belgisches Staatsblatt).

At the end of 2002, a legislative reform abolished the paper version of the 
Moniteur and replaced it with an electronic version,5 which was considerably less 
expensive. Only three paper copies remained, deposited with the Royal Library, the 
Ministry of Justice and the Directorate of the Moniteur, respectively. The resulting 
reform was challenged before the Constitutional Court on the grounds that, in 
breach of Articles 10 and 11 of the Constitution (i.e., principles of equality and 
non- discrimination), it resulted in a de facto disadvantage for certain categories 
of people, i.e., the victims of the “digital divide”. The Court, in judgment no. 106/ 
2004 of 16 June 2004 (Constitutional Court, 2004), accepted this argument:

B.14. The contested provisions do not in themselves create any difference in 
treatment, since all persons to whom legislative and administrative acts apply 
can acquaint themselves with them in the same way. But the criticism levelled 
against those provisions is precisely that they fail to take account of the fact that 
not everyone has equal access to computer technology. The principle of equality 
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and non- discrimination may be breached when the legislature treats people in 
essentially different situations in the same way.

The aim pursued by the legislator was certainly legitimate. However, it was still 
necessary to ensure compliance with the proportionality requirement. To this end, 
judgment no. 106/ 2004 had listed the accompanying measures that had been put 
in place (retention of three paper copies, right to demand a particular document in 
print, …) or vaguely envisaged (promise of computer equipment for municipal-
ities), but found that they were not sufficiently effective, hic et nunc. The Court 
therefore concluded that:

B.21. The paper edition of the Moniteur belge no doubt did not ensure that 
everyone was aware of the texts that were binding on them. For some people, 
making the texts available on a website will even make them more accessible 
and less expensive.

But the fact remains that, as a result of the measures taken, a large number of 
people will be deprived of effective access to official texts, in particular due to 
the absence of accompanying measures that would give them the opportunity to 
consult these texts, whereas previously they were able to consult the content of 
the Moniteur belge without having to have any special equipment and without 
having any qualifications other than knowing how to read.

B.22. In the absence of sufficient measures to ensure equal access to official 
texts, the contested measure has disproportionate effects to the detriment of cer-
tain categories of persons.

It is therefore incompatible with Articles 10 and 11 of the Constitution.

Aware of the difficulties likely to arise in terms of legal certainty as a result of 
the annulment it had pronounced, the Constitutional Court nevertheless maintained 
the effects of the annulled provisions until a year after, i.e., 31 July 2005.

The legislator therefore had to adapt the system. This was done with an Act 
of 20 July 2005. Unlike its predecessor, this reform introduced accompanying 
measures, in particular the introduction of a free telephone helpdesk at the 
Moniteur’s head office. The reform was again challenged before the Constitutional 
Court which, taking into account the aforementioned accompanying measures, no 
longer considered that Articles 10 and 11 of the Constitution had been violated 
(Constitutional Court, 2007).

This line of reasoning has been emulated in a number of ways in the 
advisory practice of the Legislation Section of the Belgian Council of State.6 
We will mention here the most significant and recent examples: older others 
have already been analysed in a previous publication (Langlois & Van 
Drooghenbroeck, 2023).

A first series of recent advisory opinions was issued in the field of education.
First of all, mention should be made of advisory opinion no. 73.507/ 2 issued 

on 5 June 2023 (Council of State, 2023b) on a draft decree of the French- speaking 
Community7 relating, in substance, to the digitisation of the pupil’s support file 
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(Dossier d’accompagnement de l’élève; DACCE).8 The explanatory memorandum 
to the draft stated that

digitalising the procedure will make it possible (…) to simplify the work of 
schools and the Administration by facilitating the transmission of documents 
between the various parties, and to secure these exchanges. This project also 
seeks to prevent the effects of a possible digital divide. To this end, alternatives 
are systematically envisaged for parents who do not have access to IT tools 
(consultation within the school or CPMS [Centres Psycho- Médico- Sociaux/  
Psycho- Medico- Social Centers], provision of a paper copy, sending copies of 
decisions by post, etc.).

However, the Council of State considered that

Although many provisions do indeed provide for an alternative to the service 
of documents on interested parties by digital means, it has been noted that this 
alternative is not systematically provided for (emphasis added).

The French- speaking Community was therefore invited to complete its draft on 
this point.

Still on the subject of digitalisation in schools, advisory opinion no. 71731/ 2 of 
1 August 2022 (Council of State, 2022) stated the following in relation to the guar-
antee of equality specifically set out in Article 24(4) Constitution:

The Legislation Section notes that the draft regulation examined and its appendix 
1 establish a set of rights for parents or students of legal age which can only be 
exercised electronically and to an electronic address.

Such a system, which is aimed at the general population and not at recipients 
who can reasonably be assumed to have an e- mail address and to be familiar 
with exercising their rights ‘online’, therefore assumes that ‘parents’ or students 
of legal age have a computer and the basic knowledge that will enable them 
to effectively exercise the rights that the system under review is designed to 
grant them.

Although the digital divide is constantly shrinking, it still affects a significant 
percentage of the population living in the French- speaking Community.

In the view of the Legislation Section, it would therefore be contrary to Article 
24(4) of the Constitution not to provide for the right of parents who are victims 
of the digital divide to be given a computer session at the school or CPMS centre 
[Centres Psycho- Médico- Sociaux/ Psycho- Medico- Social Centers] and to obtain 
specific assistance in carrying out all the procedures that the draft text provides 
must be carried out electronically.

The advisory opinion adds: “It would even be preferable for the parents 
concerned to consider written procedures”. The “paper” procedure or, at the very 
least, “specific assistance” is also the alternative recommended by the Legislation 
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Section in the name of the principle of equality in its advisory opinion of 6 
November 2023 on the registration of cats in an electronic database (Council of 
State, 2023e). The draft decree examined in this opinion established an official 
database for the registration of cats, allowing the identification of the respon-
sible party when an abandoned or lost cat is found, monitoring compliance with 
the obligation for cat identification and sterilisation, monitoring compliance with 
the conditions for the approval of shelters and breeders, and monitoring the trade 
and movement of cats. In this context, an obligation for the electronic registra-
tion and updating of data was specifically imposed on individuals, cat owners or 
custodians, who regularly manage or directly supervise the animal. According to 
the Council of State:

(s)uch a system, which targets the general population (…), therefore assumes 
that ‘individuals, cat owners or custodians who regularly manage or directly 
supervise the animal’ have access to a computer and possess basic knowledge 
that will allow them to meet the obligations imposed by the examined system. 
However, the digital divide continues to affect a non- negligible percentage of 
the population living in the Walloon Region.

The digitisation of justice is also a recurring point of attention in the practice 
of the Council of State (see Council of State, 2015). In an opinion no. 72.861/ 1- 2 
(Council of State, 2023a), the Legislation Section stated the following about the 
organisation of hearings by videoconference:

the draft legislation introduces a difference in treatment between litigants 
depending on whether or not they have access to an internet network, a connection 
of sufficient technical quality to this network and the computer equipment to 
enable effective and efficient use of videoconferencing in accordance with the 
‘practical arrangements’ to be specified later by the King.

In these conditions, some litigants could find themselves in situations where 
they are unable to appear by videoconference or are obliged to do so under 
unacceptable technical conditions.

It is the duty of the author of the draft legislation to take into account, by 
means of accompanying measures, the situation of litigants who currently do 
not have access to the Internet or who do not have technical equipment of suf-
ficient quality to be able to appear by videoconference, otherwise there will be 
disproportionate effects to the detriment of certain categories of people.

It is certainly remarkable that, in a subsequent advisory opinion, the Council 
of State emphasised that these considerations relating to the digital divide and the 
need to take accompanying measures, can be applied even when the litigant is not a 
natural person but a legal entity. Indeed, according to advisory opinion no. 74.291/ 
1- 2- 3 (Council of State, 2023a) people who are digitally disadvantaged “may be 
the organs of legal entities, particularly when these are small or even one- person 
entities”.
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Additionally, in the case law of both the Constitutional Court and the Council 
of State, the accompanying measures required under the prohibition of indirect dis-
crimination must remain “reasonable and proportionate”. This requirement needs a 
contextual assessment.9 One key to analysis may lie in whether we are dealing with 
the public or private sector: it is indeed reasonable to expect more from a public 
actor than from a private one (Langlois & Van Drooghenbroeck, 2023). However, 
this first “organic” criterion still needs to be refined in the light of the possibly 
essential nature of the service provided by the private actor, which may justify a 
heavier “burden”. This seems to be the conclusion of an advisory opinion issued 
by the Legislation Section on 23 June 2023 (Council of State, 2023c). The main 
purpose of the proposed draft law was to require financial institutions to guarantee 
“sufficient access, throughout the country, to basic non- digital financial payment 
services (…)”. In the idea of the MPs who drafted the bill, this accessibility should 
entail “collectively guaranteeing that ATMs, self- banking machines and systems for 
printing bank statements are spread throughout the country at a minimum level”. 
According to the Council of State, such an obligation does restrict the freedom of 
enterprise of the establishments concerned. However, this restriction was admis-
sible in the view of the Council. Firstly, it pursues a legitimate aim of “consumer 
protection” and “combating the digital divide in the banking sector”. With regard 
to proportionality, the advisory opinion states that “even if it does not fall within 
the scope of the public service, the profession of banker is nevertheless exercised 
in a context of general interest”. The Legislation Section therefore concludes that

(t)aking into account the ‘digital divide’ within society and the fact that not 
everyone has equal access to information technology, the obligations imposed 
on credit institutions by the proposal under consideration can be analysed as 
support measures for the digitally disadvantaged.

According to the Council, however, it is important that when defining the concrete 
measures for implementing the law, the King should “ensure that these accom-
panying measures are reasonable, by balancing the interests involved”.10

4.3 The right to inclusion for people with disability as a boost

Article 22ter, inserted into the Belgian Constitution in March 2021 (see Hachez, 
2022), states that

Every person with a disability has the right to full inclusion in society, including 
the right to reasonable accommodation.

The law, federate law or rule referred to in Article 134 guarantees the protec-
tion of this right.

The preparatory work for this provision is not very precise on what it requires, 
and the issue of the digital divide is not mentioned (see Hachez, 2022). It is clear, 
however, that it can usefully be mobilised to “reinforce” the conclusions that can 
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already be drawn from the implementation of the “general” principle of equality 
and non- discrimination. Article 22ter in fact highlights the particular need for pro-
tection of people with disabilities, and explicitly states the need to adopt reasonable 
accommodation measures for their benefit.

On 17 August 2023, the Legislation Section issued an advisory opinion on this 
subject that is of the utmost importance for the issues we are dealing with here 
(Council of State, 2023d). In essence, the proposed legislation aimed to further 
the digital transition in the functioning of public services in Brussels, and, among 
other things, to systematise the digitisation of online administrative procedures and 
communications with public authorities. The Council of State considered that in 
combination with Articles 10, 11 and 2311 of the Constitution, and Articles 9, 19 
and 27 of the United Nations Convention on the Rights of Persons with Disabilities, 
Article 22ter of the Constitution requires that a “non- digital alternative” to the 
electronic administrative procedure be provided. This alternative, in the terms of 
the advisory opinion, must have certain precise characteristics in order to secure its 
real effectiveness. Firstly, it is, in the words of Article 22ter, subject to a principle 
of legality: “the essential elements of the right to digital support and to continued 
interaction with an official of the public authority, such as cost, minimum quality 
requirements and minimum requirements in terms of timetables and proximity”, 
must be specified in the legislative text itself. Furthermore, the alternative must be 
effective. In this respect, the Legislation Section does not take it for granted that, as 
a non- digital alternative, and in addition to organising contact by post, the public 
authority may choose at its discretion to organise “either a physical reception or 
a telephone service”. According to the Council of State, “Telephone reception by 
definition requires access to a telephone”. Consequently, it is up to the legislator 
to demonstrate that the open option does in fact make it possible to guarantee the 
desired inclusiveness and accessibility.

4.4 A new constitutional provision. And what next?

The foregoing developments show that, on the basis of existing constitutional law, 
a right not to use the Internet is already firmly established. At least in part: Articles 
10, 11 and 22ter of the Constitution in any case guarantee for the people who are 
digitally vulnerable, in particular because of a disability, the right to obtain the 
necessary accompanying measures in the event of a switch to digital access to cer-
tain services.

This is not to say that the insertion of a new, autonomous provision dedicated 
to the right not to use the Internet would be superfluous and deprived of any legal 
relevancy. A constitutional “insistence” can, beyond its purely symbolic dimen-
sion, affirm the Constituent’s attachment to the protection of certain values and 
interests, and give them more “weight”12 in the balance when they are opposed to 
other rights –  for example, freedom to conduct a business. Constitutionalisation 
may also provide an opportunity to enshrine the other side of the right not to use 
the Internet –  i.e., the right to access the Internet –  which, in its social dimension, 
is also essential to effectively combating the negative effect of the digital divide. 
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Finally, the insertion of a new constitutional provision would be an opportunity 
to enrich the right not to use the Internet. It could no longer relate solely to the 
issue of accompanying measures for victims of the digital divide, but could be 
extended to new dimensions, such as the right to disconnect. The “right to dis-
connect” was introduced into Belgian labour law (private sector) by a law of 3 
October 2022. Essentially, it is the right for workers not to be connected to pro-
fessional digital tools (mobile phones, smartphones, PCs, email, etc.) outside of 
their working hours. Constitutionalising this right to disconnect would likely give 
it more substance and ensure a common baseline of guarantees for all Belgian 
workers –  whether they belong to the private or public sector (federal, community, 
regional, provincial, municipal).

What is important, however, is to realise that, even with the insertion of a 
new constitutional provision dedicated to it, the guarantee of the right not to use 
the Internet, particularly in its dimension of protecting the victims of the digital 
divide, cannot be concrete and effective without any supplementary legislative 
implementation.

In this respect, the existence of appropriate and robust anti- discrimination 
legislation seems essential, in particular to ensure the enforceability of the right 
to accompanying measures in the “horizontal” relationships that develop between 
the victims of the digital divide on the one hand and private suppliers of goods and 
services on the other. In a previous contribution (Langlois & Van Drooghenbroeck, 
2023), we attempted to show that Belgian anti- discrimination legislation, both fed-
eral and federated, offers a relatively effective –  but still virtual at this stage13 –  tool 
for combating the discriminatory consequences of the digital divide thanks to its 
broad scope ratione materiae and ratione personae. A recent reform of this legisla-
tion has further enhanced this potential, in two respects. Firstly, the legislation now 
includes a ban on discrimination on the basis of “social condition”, which includes 
a major vector of digital vulnerability.14 Secondly, the amended legislation now 
explicitly authorises the competent judge to issue “positive injunctions”.15 These 
are better adapted and more refined tools than outright bans for preserving the 
“best” of digitisation while correcting its undesired discriminatory effects through 
targeted accompanying measures.

4.5 Conclusions

One final comment remains to be made. The assistance of the law and the 
Constitution is essential to guarantee a “non- digital” alternative or accompanying 
measures for those who, for reasons such as age or disability, are unable to handle 
all the consequences of the increasing digitalisation of the supply of goods and 
services and contacts with the authorities. However, the purpose of the right not 
to use the Internet should not be to create, and even to legitimise, a structural situ-
ation of dualisation or digital segregation, condemning for all eternity the victims 
of the digital divide to the use of alternatives and to begging for assistance. Still 
striving for effectiveness, positive measures must be associated with the new con-
stitutional right, not only to effectively counter the negative consequences of the 
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digital divide, but also to reduce the divide itself. Those who “unwillingly” benefit 
from the right not to use the Internet must also be able to benefit from the right to 
use the Internet. Victims of the digital divide must ultimately have the right to ask 
for positive measures which will assist in overcoming this divide.

This is where the difficulty arises. It is illusory to think that global and struc-
tural solutions to a problem as complex and “multi- polar” in terms of origins, as 
that of reducing the digital divide, can be obtained solely on the basis of anti- 
discrimination law, even if it is revitalised. This is particularly the case in the 
Belgian federal design. The fight against discrimination is in fact a competence 
shared between the Federal State, the Communities and the Regions: in principle, 
it is up to these authorities, and them alone, to put in place anti- discrimination 
measures in their areas of competence, and only in those areas. Each entity acts for 
itself, exclusively.

However, none of the legislators (federal or federated) responsible for combating 
discrimination has, on its own, all the competences needed to build a coherent and 
comprehensive solution to the problem of the digital divide in the areas for which 
it is responsible. As evidence of this, we refer to the advisory opinion no. 34.380/ 
VR issued on 21 November 2002 by the Legislation Section of the Council of 
State (Council of State, 2002). In essence, the draft legislation under review was 
designed to grant, via La Poste (Belgian postal service), a subsidy to certain groups 
of disadvantaged people in order to provide them with access, on favourable 
conditions, to an Internet connection and, where appropriate, a computer interface. 
It aims at promoting access to communication, to resources promoted in particular 
with a view to e- government, and to the employment market in the context of 
teleworking. In this case, however, the Council of State concluded that the federal 
authority did not have all the necessary competence to grant such a subsidy.

In federal Belgium, reducing the digital divide (in the same way as the fight 
against climate change (El Berhoumi & Nennen, 2018), the fight against poverty, 
or the fight against the pandemic (El Berhoumi, Losseau & Van Drooghenbroeck, 
2021)) is the responsibility of no one in particular, and of everyone in general: only 
a cooperation agreement, rather than unilateral initiatives in a scattered order, will 
make it possible to tackle this issue in any meaningful way.

Notes

 1 The authors speak strictly in their personal capacity. Unless specified otherwise, all 
translations from French are made by the authors. All decisions of the Belgian Conseil 
d’Etat are available on their official website at www.raad vst- conse tat.be.

 2 See Article 195 of the Belgian Constitution:

The federal legislative power has the right to declare that there are reasons to revise 
such constitutional provision as it determines.

Following such a declaration, the two Houses are automatically dissolved.
Two new Houses are then convened, in accordance with Article 46.
These Houses make decisions, in common accord with the King, on the points sub-

mitted for revision.
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In this case, the Houses can only debate provided that at least two thirds of the members 
who make up each House are present; and no change is adopted unless it is supported 
by at least two thirds of the votes cast.

(translation available on www.deka mer.be)

 3 The Belgian Council of State, like many of its European counterparts, has two functions 
(article 160 of the Constitution): a jurisdictional function, performed by the Administrative 
Litigation Section, and an advisory function, performed by the Legislation Section. This 
latter function consists of issuing advisory opinions to the authority on draft legislation 
submitted to it by the latter: proposals or drafts of laws, decrees or orders; draft decrees of 
federal, community or regional executives of a regulatory nature (i.e., general and abstract).

 4 This definition is reconstructed on the basis of those provided by the European direct-
ives adopted on the basis of Article 19 TFEU. See for example art. 2 (2) b of the Council 
Directive 2000/ 78/ EC of 27 November 2000 establishing a general framework for equal 
treatment in employment and occupation:

indirect discrimination shall be taken to occur where an apparently neutral provision, 
criterion or practice would put persons having a particular religion or belief, a par-
ticular disability, a particular age, or a particular sexual orientation at a particular dis-
advantage compared with other persons.

 5 Previously, any citizen could subscribe to the Moniteur belge for a fee. They could also 
consult it at a subscribed public library. As part of the 2002 reform, only three paper copies 
are maintained. The first copy is deposited with the Royal Library of Belgium; a second 
copy is kept with the Minister of Justice; and the last copy remains with the Directorate 
of the Moniteur belge, where it is available for consultation by any interested party.

 6 See also, still on the subject of the publication of normative texts, Council of State, 
Advisory opinion no 69.024/ 2- 3, 19 March 2021 and Council of State, Advisory opinion 
no 75.§11/ 4, 15 April 2024.

 7 Under Belgian federalism, the Communities are responsible for education (article 127 of 
the Constitution).

 8 A fully digital file is created for each pupil. It includes information about the pupil’s 
school career –  including changes of school –  and the support measures that have been 
put in place for them. It can be accessed by members of the educational teams respon-
sible for the pupil, as well as the pupil’s parents.

 9 It should be noted that, in some cases, the Legislation Section recognises the limits of its 
ex ante control in deciding whether the accompanying measures already envisaged by 
the draft legislation will be sufficient, in terms of effectiveness, to adequately compen-
sate for the disadvantages created to the detriment of the victims of the electronic divide. 
See Council of State, Advisory opinion no 76.470/1, 11 June 2024; Advisory opinion no 
76.427/ 1, 6 June 2024.

 10 Council of State, Advisory opinion no 76.470/1, 11 June 2024; Advisory opinion no 
76.427/1, 6 June 2024.

 11 Article 23 of the Constitution recognises that everyone the right to lead a life in keeping 
with human dignity. Paragraph 3, 2°, 3° and 5° of the said provision precises that this 
right includes in particular: the right to social security; the right to healthcare and to 
social, medical and legal aid; the right to adequate housing; and the right to cultural and 
social development. According to the Council of State, “(a)ll of these rights, especially 
for a public that is more vulnerable because of disability, age, gender, wealth or social 
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origin, are often based on access to administrative procedures or communication with 
public authorities” (Council of State, Advisory opinion no 74001/ 2, 17 August 2023).

 12 See, by analogy, Constitutional Court, no 159/ 2004, 20 October 2004, B.5.6, where the 
Constitutional Court deduced from Articles 10(3) and 11bis of the Constitution that the 
Constitution “attaches particular importance to equality between men and women” (own 
translation).

 13 To our knowledge, there has not yet been any specific judicial application of this legis-
lation in the fight against the negative effects of the digital divide. However, mention 
should be made of a legal procedure introduced by UNIA (Belgian Equality Body) and 
a consumer rights organisation (Test- Achats) against Société Nationale des Chemins de 
Fer Belge (SNCB). The aim of this procedure is to have the fact that certain products 
or advantageous fares can only be acquired or obtained via the SNCB’s digital appli-
cation (and not via ticket offices and digital terminals), which necessarily requires the 
possession of a smartphone, declared as discriminatory. See UNIA, “Testsachats et Unia 
s’opposent aux tarifs discriminatoires de la SNCB”, 16 July 2024, available on www.
unia.be.

 14 See Article 4(4) of the Federal law of 10 May 2007 “pertaining to fight certain forms of 
discrimination” by the Federal Act of 28 June 2023 (OJ (Moniteur belge), 20 July 2023. 
See also Article 4, 12° of the Joint Decree and Ordinance of the Brussels- Capital Region, 
the Joint Community Commission and the French Community Commission of 4 April 
2024 establishing the Brussels Code on Equality, Non- Discrimination and the Promotion 
of Diversity (Moniteur belge, 16 April 2024). In its Opinion on the impact of the digit-
alisation of services (public or private) (February 2023), Unia also recommended that 
“illiteracy” be explicitly included in the list of criteria protected by law. This suggestion 
has not been followed yet.

 15 The possibility of “positive injunction” has been introduced in the Federal law of 10 
May 2007 “pertaining to fight certain forms of discrimination” by the Federal Act of 
28 June 2023 (OJ (Moniteur belge), 20 July 2023), following a recommendation 
of the Final Report of the Expert Commission for the Assessment of the 2007 Anti- 
Discrimination Federal Acts (see https:// equal.belg ium.be/ sites/ defa ult/ files/ Com miss 
ion%20e%CC%81val%20l ois%20antidi scri mina tion _ Rap port _ Syn the%CC%80se.pdf, 
pp. 134– 136). The possibility to issue “positive injunction” has also been introduced 
in the anti- discrimination law of some federated entities. See for example article 20, § 
2/ 1 of the Decree of 6 November 2008 on the fight against certain forms of discrimin-
ation (Walloon Region), as modified by a decree of the Walloon Region of 13 July 2023 
(Moniteur belge, 14 September 2023); article 41, § 1, of the Joint Decree and Ordinance 
of the Brussels- Capital Region, the Joint Community Commission and the French 
Community Commission of 4 April 2024 establishing the Brussels Code on Equality, 
Non- Discrimination and the Promotion of Diversity (Moniteur belge, 16 April 2024).
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5  Is there a right to be offline “for no 
reason” in France?1

Julien Rossi

5.1 Introduction: using the Internet is no longer a free choice in France

Registering for school. Applying for university. Driving home. Watching televi-
sion. Paying taxes. Making a medical appointment. Buying a train ticket. Retiring. 
Some of these tasks are casual, everyday occurrences. Others are life- defining. 
They all have one thing in common: it is becoming more and more difficult to be 
able to do them without being online. Think of all the administrative procedures 
that have turned online- only. Or all of the everyday items that are now connected 
by default. Whereas we used to oppose the “online life” with “real life”, both 
realms become increasingly intertwined. Given the context of surveillance capit-
alism (Zuboff, 2018) that we live in, it may give rise to a sense of unease. As the 
Web has become apparently overwhelmed by “toxic” content (Chavalarias, 2022) 
and social media are victim of what Cory Doctorow has so poetically dubbed a pro-
cess of “enshittification” (Doctorow, 2022), the initial enthusiasm for the promised 
wonders of “Cyberspace” has waned. Félix Tréguer (2019) concludes his book 
on the “fallen Utopia” of the Internet by a surprising question: should we destroy 
computers? The question is provocative in nature. It hints back at much older –  and 
now almost- forgotten –  debates on whether or not computers could be anything 
else than massive infrastructures of social control, that date back to the 1980s, 
and which, at the time, contributed significantly to the push for the advent of data 
protection (Miller, 1971; Vitalis, 1988). Thus framed, the right to live out of the 
watchful eye of smart devices, tracker- infused web browsers and operating systems 
that bully users into activating telemetry and being always authenticated, appears 
to be heavily intertwined with the right to privacy, which is a “right to be let alone” 
(Warren & Brandeis, 1890).

In France, according to a survey published in 2023 conducted by the Centre for 
the Study and Observation of Living Conditions (Centre de Recherche pour l’Étude 
et l’Observation des Conditions de Vie –  CREDOC), in 2022, about 8% of French 
residents still do not use the Internet at all. This amounted to almost 5.5 million 
people based on population statistics published by the French public statistics 
office INSEE (Institut National de la Statistique et des Études Économiques). This 
did not concern only the elderly. Even if only 1% of people aged between 18 and 
24 declare they do not use the Internet at all, that would still realistically concern 
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thousands of young individuals across the country. Yet there is a growing sense 
of pressure that one has to be online. In 2016, only 28% of respondents said they 
could not imagine spending more than a day without using the Internet. This rose 
to 58% in 2022 (CREDOC 2023, 20). This growing dependence (or at least sense 
of dependence) is influenced by public authorities as their services go online. In 
2022, according to the same survey, 22% of the population identified the obligation 
to use e- administration procedures as one of the reason why they could no longer 
imagine living without the Internet, 6% more than in 2016 (CREDOC 2023, 21).

As the French state appears to not only encourage the use of online technology, 
but also force people to be online, it begs the question of whether there is still some 
room left for those who –  by choice or otherwise –  wish to live their life offline. 
In 2023, Genevan citizens voted to recognise the right to an offline life to become 
a part of their constitution (Zaïbi, 2023), on the grounds that this was necessary to 
the protect the dignity of the human being and their “digital integrity”.2 What is the 
situation in France?

A lot is to be said about the study of the harms caused by forcing people into 
living their lives online (Aouici & Peyrache, 2021; Brotcorne et al., 2019; Deville, 
2018). It is also important to have a discussion on the whether it is really desirable 
to allow individuals to object to using online tools, even when they can. These 
matters are discussed elsewhere in this book. Here, our focus is going to be on 
one specific question: can public authorities force someone to use the Internet in 
France? To answer it, we will need to look into two separate questions: can I opt 
out of the use of non- compliant information technology (IT) services? And could 
I refuse to use perfectly compliant technology just because I do not want to use 
it, without providing any justification? We shall examine this question from the 
perspective of existing applicable law, taking into account both European and 
national normative acts and jurisprudence. Given that –  unlike in the constitutional 
amendment recently adopted in Geneva –  there is no provision in French law expli-
citly providing for a right to be offline, we will closely examine two related rights 
to see whether it can be derived from them: the right to non- discrimination, and 
the right to privacy. As we shall see, in France, there is only a right to an offline 
alternative under certain circumstances. A negative consequence that arises from 
this restriction is that in practice, it places the burden to prove their need for such 
an alternative on people who require it.

5.2 The right to non- discrimination and the right to be offline

The obligation to use computers creates new forms of inequalities. In an incident 
which made the headlines in France in 2019, an elderly and visually impaired priest 
was fined 100€ for boarding the train without a ticket (France Bleu Besançon, 
2019). He had not been able to buy a ticket from a ticket office, because they were 
closed. Due to his handicap, he was not able to buy his ticket using the dedicated 
app, and SNCF (Société Nationale des Chemins de Fer), the state- owned railway 
company, had recently decided to stop selling tickets onboard. When the priest told 
the conductor he wanted to buy a ticket, the latter told him he had no choice but 
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to fine him. The shift to online- only public services also puts many people –  espe-
cially, but not only, the elderly –  at high risk of renouncing their rights or having 
to rely on the assistance of relatives. According to a study conducted by Aouici 
and Peyrache (2021) based on internal data from the French public retirement fund 
(Caisse nationale d’assurance vieillesse), in 2020, up to 74% of retired people in 
France were unable to use the Internet to complete online procedures.

Article 14 of the European Convention on Human Rights (ECHR) prohibits 
discriminations in the enjoyment of fundamental rights. Disability is one of the 
grounds under which this article prohibits discrimination.3 In order to ensure 
that disabled persons are not barred from accessing online public services, the 
European Union’s (EU) Web Accessibility Directive4 provides that “websites, 
independently of the device used for access thereto, and mobile applications of 
public sector bodies meet the accessibility requirements” (art. 1(2) of the said 
directive). It does so by imposing accessibility guidelines standardised by the 
European Telecommunications Standards Institute (ETSI).5 Such an obligation 
has existed in France for public service bodies ever since a 2005 law on equality 
of rights,6 which is supposed to impose the implementation of certain accessi-
bility standards for e- administration services, as well as only communication ser-
vices provided by companies with an annual turnover higher than 250 million 
euros.7 Yet French online public services are still notoriously inaccessible. For 
example, when in 2022, the French government launched Mon Espace Santé (My 
Health Space), a new online application giving access to one’s health data in a 
centralised manner and sharing it with health professionals, it did not comply 
with legally mandated accessibility guidelines. As of the 10 April 2024, at the 
time of writing, this crucial service was still “partially non- compliant” with acces-
sibility guidelines according to its own official website.8 Even though the gov-
ernment recently adopted a legislative order (ordonnance) giving the Regulatory 
Authority for Audiovisual and Digital Communication (ARCOM), France’s soon- 
to- be Digital Services Coordinator under the Digital Services Act, the power of 
imposing a fine up to 50,000€ to public bodies that do not implement digital acces-
sibility standards, change is not going to be instantaneous and the current situation 
is that of online public services that are largely non- compliant with the law. Under 
these circumstances, can people who cannot use inaccessible online public ser-
vices access offline alternatives?

In 2022 and 2024, the French State Council (Conseil d’État), which is the 
highest court for of the administrative order, ruled on two cases which involved the 
absence of an offline alternative to online public administration procedures.

The first case concerned a decree and two orders adopted by the French gov-
ernment in 2021,9 challenged by several non- governmental organisations (NGOs), 
which imposed the use of an online- only procedure to foreign applicants to resi-
dence permits. In a decision issued on the 3 July 2022,10 the judges of the State 
Council found that the government had, in principle, a right to impose the use 
of an online tool for administrative procedures, without involving the Parliament 
in such a decision. They stated that no national or supranational norm, not even 
article 14 of the ECHR, forbid the executive from imposing the use of online 
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administration.11 However, this can only be allowed “under the condition that 
public service users are allowed normal access and able to exercise their rights”.12 
The administration must therefore provide “support for people who do not possess 
the necessary digital equipment or experience difficulties in their use or in the 
accomplishment of administrative procedures”,13 as well as an alternative solu-
tion “for cases where certain users would find it impossible to use the online pro-
cedure despite this support, due to reasons arising from the design of the tool or its 
functioning”.14 In the case at hand, the government’s decision to force applicants 
for residency permits was deemed illegal because the impugned decree and execu-
tive orders provided neither support nor alternative solutions for people who, due 
to their individual circumstances and the design of the digital tool, were unable to 
complete the online procedure.15

Given that in April 2024, almost two years after this ruling, the website where 
foreigners can apply for residence permit in France was still only about 60% com-
pliant with accessibility standards, we may safely conclude that the state has to 
provide online alternatives at least to people who are unable to use the service 
because of this non- compliance.16 On the 9th of April 2024, even the French State 
Council’s website stated that it was only partially compliant with accessibility 
guidelines.17

In January 2024, the same State Council issued a decision on a similar case. 
Article 1045- 1 of the Code of Civil Procedure,18 created by article 2 of a 2022 
Decree,19 mandated the provision of a valid e- mail address to complete the pro-
cedure one must follow to be naturalised as a French citizen. Here the court 
ruled that:

[…] by forcing applicants to a nationality certificate to provide an e- mail address 
for the reception of information and documents sent by the court services […] 
without providing, as a substitution, the possibility, for the applicant who proves 
that he is not capable to access an electronic mail service […], to indicate a 
postal address, the impugned decree creates an obstacle to the normal access of 
users to public services and infringes on the effective exercise of the rights of 
the concerned people.20

It must be noted here that this decree had been adopted two weeks after the previ-
ously discussed 2022 Conseil d’État ruling. This means that either the government 
failed to understand its implications, or decided to ignore them and continue to push 
its agenda of switching everything to online administration. However, although de 
facto, the French administration appears (thus far) to ignore the decisions of the 
State Council, de jure, based on general principles of non- discrimination and the 
right to equal access public services, there is a right to an offline substitute when, 
on a case- by- case basis, individuals can prove that they cannot complete an online 
procedure. This may be either because, despite the assistance provided by the state, 
they are unable to do so, or because the online procedure is designed in a way that 
cannot take into account the particular situation of an individual user. This means 
that, in practice, law- abiding public service providers, can never, in France, close 

 

 

 

 

 

 

 

 

 

 

 



80 The Right Not to Use the Internet

down all their brick- and- mortar counters, as they must keep them operational to 
handle all the cases where, due to the reasons stated previously, they must provide 
an offline alternative. This may remain the case even once all services become 
compliant with legal accessibility requirements, given that even then, there may be 
no full- proof guarantee that all the needs of every single user can be met using a 
digital procedure. There is, however, no general right to an offline alternative based 
on non- discrimination law in France, because one can only request it when able to 
prove it is impossible to complete an online procedure due to specific individual 
circumstances. It is therefore worth examining whether right to privacy and the 
right to the protection of personal data may be better- suited to offer such a general 
right to be offline, especially due to the pervasiveness of surveillance technology 
embedded in most online services, and also due to the relation of these rights to 
broader considerations on human dignity and autonomy.

5.3 The right to object to illegal personal data processing operations

Under the French fundamental law, as interpreted by the Constitutional Council, 
the right to privacy is derived from article 2 of the 1789 Declaration of the Rights 
of Man and of the Citizen,21 which itself is appended to the Constitution of the Fifth 
Republic. It is also protected under article 8 of the ECHR, to which, given it is an 
international treaty ratified by France and based on article 55 of the Constitution, 
all national legislation must comply. This also covers the right to the protection 
of personal data, which also enjoys autonomous protection under article 8 of the 
EU’s Charter of fundamental rights, which is legally binding in France when-
ever applying EU law. The practical provisions are laid down in the EU’s General 
Data Protection Regulation (GDPR)22 and in the regularly updated 1978 French 
Informatics and Freedom Act,23 completed by provisions laid down in the Criminal 
Code.24

Let us first examine whether there is a right to object to being online when it 
involves being subjected to unlawful personal data protection operations, and then 
what happens in an ideal and somewhat utopian scenario where the IT environment 
is fully compliant with privacy and data protection law.

As reminded by Karaboga et al.:

in a world of automated data processing, being offline is the most genuine form 
of the right to respect of private life with regard to data protection […]. So to 
speak, it is the ‘default setting’. Any changes to the ‘default’ need justification.

(Karaboga, 2018, p. 43)

Indeed, two of the key principles of data protection, as provided in article 5 of 
the GDPR and in other international instruments, such as the Convention 108 
of the Council of Europe, are data minimisation and purpose limitation, which, 
in a nutshell, can be summarised as a mandate to respect the principle of pro-
portionality (De Marco, 2018). Following this principle, a data controller must 
always prefer the least- invasive solution, or at least provide it as an alternative to 
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a more data- hungry offer which can be proposed to a data subject. In cases where 
a given processing operation, like a new online public procedure, may, if incor-
rectly implemented, present a high risk for the rights and freedoms of natural per-
sons, then there is an obligation to conduct a data protection impact assessment. 
Given the nature and the scope of online public services, they almost always do. In 
2022, the Commission nationale de l’informatique et des libertés (CNIL), France’s 
data protection authority, found the impact assessment of a government application 
allowing French retirement beneficiaries living abroad to prove their continued 
existence to be lacking, and pointed out that the Ministry of Health should provide 
information to its users telling them that using this application is just an option, and 
that there are offline alternatives that they can use. This, however, was motivated at 
least as much by the right to non- discrimination (on the basis of age and/ or health) 
as by the rights to privacy and data protection.25

Generally speaking, whenever the processing of personal data is not lawful, data 
subjects enjoy a right to object by demanding the erasure of the said data (under art-
icle 17 (1) (d) of the GDPR). It may however be difficult to exercise it in practice. 
For example, cafeterias run by student welfare offices called Centres régionaux 
des œuvres universitaires et scolaires (CROUS), which are state- controlled public 
service providers, often forbid their users to pay using cash, thus forcing them 
to choose between using payment cards –  which create new data flows towards 
payment institutions or banks that are not strictly necessary –  or a digital appli-
cation called Izly, operated by S- Money, a subsidiary of Natixis, which is a major 
private banking institution. This prevents cafeteria users from choosing not to gen-
erate data on their purchase. Not only is refusing cash forbidden unless a specific 
exception applies, such as payments above 1,000€,26 but in 2017, journalists also 
found out that the mobile application that can be used to manage Izly accounts was 
snooping illegally on the location of its users for advertising purposes (Untersinger, 
2017). More recently, the introduction of a new digital identity scheme called 
FranceConnect+  forced individuals wanting to access certain online procedures, 
such as those related to their continued education funds (compte personnel de for-
mation), to use an application developed by the postal service which only worked 
on Android and iOS devices. This is viewed by the administration as a security 
feature.27 This forced people to accept the use of such an application, either on 
their own devices or on a device held by a postal office worker, even despite the 
fact that both operating systems have been criticised for their improper compli-
ance with data protection law.28 Google has even been fined twice already by the 
CNIL for the illegal data protection practices of their operating system, including 
a 50 million euro fine for illegal ad targeting on Android.29 Even assuming that 
Google’s and Apple’s services are now fully compliant –  and they might or might 
not be, this chapter is not making any claims on this topic –  the point is that forcing 
people into using certain applications to access essential public services effect-
ively renders them unable to object to their use should they at some point be non- 
compliant. Given the history of Big Tech providers, it would not be a huge stretch 
of the imagination that, at some point, they might. Furthermore, by forcing people 
into using services that process personal data in order to be able to access certain 
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public services, the state effectively becomes a joint controller, in this case, with 
not only La Poste (which provides the only e- ID scheme currently recognised 
under FranceConnect+ ) but also Google and Apple.30 This may have consequences 
for the state as it would share the responsibility of non- compliance with them.

Of course, just because a procedure or a service is offered online does not 
mean that it collects more data than necessary, or more data than an offline alter-
native. Data collected offline can be processed manually, or entered into a data-
base. Contrary to popular belief, not all websites collect data on their users. From 
a technical standpoint, the only personal data necessary to establish a connection 
and give a user access to content is an IP address, but it needs not be stored for 
longer than the said connection, and in many cases, the vast majority of website 
operators will never be able to identify a user from just that piece of informa-
tion. However, mobile applications and services often rely on an underlying tech-
nical architecture that is not necessarily compliant with all other data protection 
requirements.

Let’s imagine, for example, that a publicly owned train operator –  like, in France, 
the SNCF –  forces some of its users living near small remote stations without 
physical offices, to use its website or mobile application to buy tickets. And let’s 
imagine a not- so- far- fetched scenario in which they contain trackers and rely on an 
underlying infrastructure that is not fully compliant with data protection law. Given 
that under article L1111- 1 of the Transportation Code:

the organisation of transportation on the whole territory must satisfy the needs of 
users and make effective everyone’s right to move around freely and to choose 
one’s means of transportation, including for those whose mobility is reduced or 
who suffer from a handicap.31

it follows that, in this scenario, the public transport provider forces people who 
want to access a public service to be subjected to a violation of their rights. If this 
transporter is a private person (e.g., a competitor to the SNCF), then, still, refusing 
to sell a consumer a good or a service for an illegitimate reason (like the refusal 
to use non- compliant software) is forbidden according to the Consumer Protection 
Code.32 In this scenario, one should, de jure, be able to object to the processing 
of their personal data in an illegal manner and be offered a compliant alternative, 
which would most likely have to be offline. In practice, however, public transport 
users do not have a real choice.

To date, French courts have not dealt with the issue, but it does appear quite 
clearly that there is indeed a de jure right to object to the use of online tools 
imposed by public authorities whenever they are unable to prove compliance with 
all applicable data protection rules. In practice, however, the burden of proof lies 
heavily on the data subjects’ shoulders, who need to litigate to demand an offline 
alternative and would be asked to argue why they have genuine cause to believe 
the service they are asked to use is non- compliant. A more useful way to object to 
being bullied into using online services that violate data protection laws would be 
to have a general right to be offline.
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5.4 Privacy, dignity and the right to offline alternatives

The right to privacy been criticised by some as designating a bunch of unrelated 
rights that were already protected before its recognition, such as the right to pri-
vate property, the right to be protected against slander, and other personal rights 
(Thomson, 1975). Although it does indeed cover a very diverse range of situ-
ations –  i.e., not only data privacy but also reproductive rights, and the right to a 
family life –  these are all grounded in the need to protect human autonomy (Westin, 
1967), making it a coherent category of fundamental rights, as recognised by the 
countries (including France) that have ratified the ECHR. Under the terms of article 
8 of this convention, the right to privacy may only be restricted when “necessary 
in a democratic society”. Despite the French government’s tendency to believe that 
it can disregard the European Court of Human Rights’ (ECtHR) rulings, French 
courts also apply the convention and are able to resist such wild fantasies (Van 
Drooghenbroeck, 2024). Given that the right to privacy “can embrace multiple 
aspects of the person’s physical and social identity”33 and includes the right to 
personal development as well as to develop contacts with other human beings, it 
could be interpreted as covering a right to offline life. It can indeed be framed as a 
desire for personal autonomy –  especially in the context of surveillance capitalism 
(Zuboff, 2018). Whether it is indeed covered by the convention is still an open 
question, as neither the ECtHR nor any French court has, to date, ruled on this 
issue. It is still worth exploring this possibility by following reasoning applied to 
previous cases on the right to privacy.

The French Constitutional Council found as early as 2009 that the freedom of 
expression protected under article 11 of the Declaration of the Rights of Man and 
of the Citizen encompasses the right to access the Internet, which can only be 
restricted by an independent judge.34 The ECtHR came to similar conclusions a 
few years later, based on article 10 of the Convention.35 Sometimes, the exercise of 
a right is not an option. This is the case with schooling, which is both a right under 
article 13 of the Preamble of the 1946 Constitution, and an obligation imposed 
on children. Other times, there is also a right not to exercise the said right. The 
ECtHR has, for example, ruled that trade union membership could not be com-
pulsory, given that article 11 of the ECHR also encompasses a “negative right of 
association”.36 Can there be a “negative right to freedom of expression exercised 
by accessing the Internet” justified under article 8 of the ECHR? And if so, would 
it be a general right going beyond a right to an offline alternative in certain specific 
situations?

Very often, the court in Strasbourg has ruled in favour of protecting the right of 
individuals to make their own choices with regard to their private life. For example, 
on the right to choose one’s appearance, this court has ruled that Lithuania could 
not ban prisoners from growing beards.37 It

consider[ed] that the applicant’s decision on whether or not to grow a beard was 
related to the expression of his personality and individual identity, protected by 
Article 8 of the Convention, and that the Government has failed to demonstrate 
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the existence of a pressing social need to justify an absolute prohibition on him 
growing a beard while he was in prison.38

Furthermore, in SAS v. France, it ruled that

criminalisation of the wearing of a full- face veil is a measure which is dis-
proportionate to the aim of protecting the idea of “living together” –  an aim 
which cannot readily be reconciled with the Convention’s restrictive catalogue 
of grounds for interference with basic human rights.39

But there have also been times when the ECtHR found that the state had a right 
to limit the right to privacy. In Gough v. the United Kingdom, the Court decided 
that the state could force someone to wear clothes in public (even if in principle one 
should be free to choose one’s appearance),40 and in Stevens v. United Kingdom, it 
stated that one does not have a right to refuse wearing a school uniform where it 
is legally mandated.41 Even state surveillance42 or the surveillance of employees43 
can at times be necessary and proportionate. An infringement must also reach a cer-
tain degree of seriousness before it is deemed a violation of Convention. In Diana 
Vučina v. Croatia, for example, the Court found that:

although [it] accept[ed] that the erroneous placement of the name of the Mayor’s 
wife next to her photograph might have caused some distress to the applicant, 
the level of seriousness associated with that erroneous labelling of her photo-
graph and the inconvenience that she suffered do not give rise to an issue –  nei-
ther in the context of the protection of her image nor her honour and reputation 
[…] –  under Article 8 of the Convention.44

Assuming that a state which is party to the ECHR (such as France) imposes 
the use of the Internet (i.a. to complete administrative procedures) in a way that 
is indeed prescribed by law and pursues a legitimate public interest (e.g., in pur-
suit of the “economic wellbeing of the country” assuming it can indeed be proven 
to effectively reduce the costs of public administration), then in order to estab-
lish that forcing one to the use the Internet is a breach of article 8, we need to 
prove that:

1. forcing one to use the Internet is indeed a limitation of one’s right to privacy,
2. even if it is prescribed by law, it is either not necessary or not proportionate 

or both.

On the first point, it should be noted once again that the right to privacy is 
very broad. It includes even the right to apply for adoption,45 reproductive rights –  
including the right not to have children46 but only going as far as to cover abortion 
for health reasons,47 or sexual orientation and sexual life.48 All share the purpose 
of safeguarding human dignity and autonomy, which are necessary conditions for 
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the development of one’s welfare (Moore, 2003; Westin, 1967; Whitman, 2004). 
Although there has not yet been any case, to date and to my knowledge, on the 
right to be offline, one case on the right to beg can offer –  in my opinion –  a blue-
print to examine the extent to which article 8 ECHR could be extended to protect 
offline life.

In Lacatus v. Switzerland49 the Court ruled that the applicant, who was illiterate 
and came from a very poor background, could not be deprived from her right to 
beg people in the street for help, as that would seriously compromise her means of 
survival, and therefore her dignity.50 It also declared that, given the circumstances 
of the applicant, depriving her of the possibility to ask for assistance would infringe 
on her right to personal development, which is also covered by article 8 ECHR.51 
Being barred from access to essential public services would also prevent someone 
from essential conditions for personal development and it would also similarly go 
against principles of human dignity. This case is relevant for the subject matter of 
this book, because following this reasoning, it is easy to make the point that forcing 
one to use the Internet violates the right to privacy, given that refusing means being 
deprived from services that are essential for one’s dignity, personal development 
and, at times, survival (in cases where one is deprived from social security, educa-
tion or other essential public services if refusing the use of the Internet). The first 
condition we set out is therefore fulfilled.

With regard to the second condition, it should however be noted that in the 
Lacatus decision, the ECtHR emphasised the particular situation of the appli-
cant. It did not rule that there is a general right to beg in public spaces. There is 
only protection for people who have no other means of surviving and keeping 
some level of personal dignity and accomplishment. Only in such cases would the 
Strasbourg court be likely to judge that forcing somebody to use the Internet to 
access certain essential services violates the right to privacy in a disproportionate 
manner. Applying this reasoning to previously discussed examples related to the 
right to be offline, we could predict that the Court would find that the fine imposed 
on the blind priest who was unable to buy a ticket online and was not offered any 
alternative would constitute a violation of articles 8 and 14 ECHR. If the French 
State Council had not ruled that foreigners wishing to apply in France should 
be offered an offline alternative if they find it impossible to complete the online 
procedure, there would probably also have been an infringement, most likely –  
again –  of both provisions at the same time. Therefore, based on current ECtHR 
case law, I would argue that any argument against the obligation to use online 
public services based on the right to privacy is bound to bring the same results as 
the arguments made on the basis of non- discrimination law in front of the French 
State Council in the two cases that were discussed earlier. The outcome would 
differ only if an applicant is able to prove that the online service at hand does 
not comply with data protection law, based on the fact that prescribing the use of 
something that is illegal cannot be “prescribed by law”. But the burden of proof 
and, more dauntingly, the burden to initiate litigation, would, in practice, still lies 
squarely on the applicant’s shoulders.
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5.5 Conclusion: there is (thus far) no autonomous right to an offline life 
in France

The practical difficulty encountered by people who cannot use the Internet to use 
online public services to access offline alternatives, or who do not wish to use a 
piece of software they suspect violates their right to the protection of their personal 
data, pleads in favour of the recognition of a general right to an offline life, at the 
very least for reasons of technical practicality. However, there is no general right to 
an offline life in France, even in vertical relations between individuals and public 
services or authorities. Based on the rights to non- discrimination, data protection 
and privacy –  encompassing the right to human dignity –  there is, however, a right 
to an offline alternative under specific circumstances. When somebody is able to 
use an online public service, that person can only refuse if he or she is able to 
argue that the said service is illegal, for instance by alleging that it violates the 
GDPR. Violations of data protection law are indeed commonplace, but despite the 
fact the burden of proving compliance lies de jure on data controllers, in practice, 
applicants challenging the measure imposing the use of an online service would 
need to at least provide reasonable grounds to suspect a serious infringement for 
any judge to take the case seriously. Furthermore, people who use public services 
usually need them rather quickly. One cannot afford to wait the time it takes to 
bring a case to the ECtHR to be able to apply for university, ask for a driver’s 
license or to receive one’s retirement pension. Emergency procedures do exist, but 
they put an even greater burden on applicants to prove the urgency of their case. 
French courts are not easily receptive to the urgency of emergency measures to pre-
vent violations of the right to the protection of personal data. This was illustrated 
in 2024, as the French State Council refused to grant an emergency ruling to stop 
the French government’s plan to host health data on infrastructure provided by 
Microsoft, despite arguments highlighting the high risk that it would violate the 
GDPR and the very sensitive nature of the data.52 It is possible, however, that the 
situation may evolve. The French State Council does already acknowledge that it 
is the state’s duty to continue operating offline alternatives to online services for 
when they are required by individuals due to special circumstances. It also recently 
called in one of its non- binding reports for the recognition of a right for public ser-
vice users to revert to a non- digital alternative to digital public services, and for the 
systematic existence of such offline alternatives (Conseil d’État, 2023, 4).

In this chapter, we only discussed whether the state could impose the use of 
an online service to individuals. Yet discussions on the “right to disconnect” from 
the workplace, recently enshrined in the French Labour Code,53 or calls from the 
Austrian federal chancellor for a right to pay in cash (Hülsemann, 2023), show 
that the right to live offline would only be complete if there was also a positive 
obligation on the state to protect individuals from private persons wishing to force 
them online. Would this be desirable? Should an individual be free to live removed 
from the collective socio- technical fabric of the society where he or she lives? 
What would be the impacts on society? Are computers inherently tools of sur-
veillance and control that one should be able to opt out from, or should the right 
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to be offline remain a right to opt out only as long as it is the only way to protect 
oneself from intrusive technology? As discussed in this book’s introduction, reflec-
tion on this topic is still relatively new, and there are no definitive answers to these 
questions. Although the outcome of these emerging debates cannot be predicted, 
we can expect further developments on this topic, both from a legal and a political 
perspective.
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6  The right not to use the Internet
Toward a negative digital freedom in 
Polish law

Michał Ożóg and Radosław Puchta

6.1 Introduction

In an information society, access to a computer and the Internet seems to be taken 
for granted. Unfortunately, despite attempts to counteract it, the phenomenon of 
digital exclusion is still present in the Polish society (Kowalik, 2009, p. 73– 27; 
Batorski, 2009, p. 223– 249). The reasons for this phenomenon are multiple and 
could be the subject of a separate study. One way to remedy this situation is to rec-
ommend expanding the catalog of human rights by adding a new category: the right 
to the Internet. Without a doubt, every person should be able to use it. Countering 
digital exclusion is the task of public authorities and is aimed to provide equal 
development opportunities. Without questioning the importance of the problem 
and the role of law in this regard, it is also important to recognize the danger of 
idealizing the right to access the Internet, as it can turn into an actual coercion to 
use a computer and the Internet when someone does not wish to do so. It seems 
that the key value in a democratic society should be the protection of the freedom 
of choice –  the ability to make a free choice when deciding on an issue within 
one’s decision- making autonomy. However, the digital revolution that is currently 
underway may very soon lead to an increasing restriction of choice in this sphere, 
which should be counteracted by democratic societies.

With the above in mind, it is worth undertaking a scientific analysis of the legal 
basis of the right not to use the Internet in Polish law. The current legislation will 
be the starting point for formulating de lege ferenda recommendations. An attempt 
should be made to determine to what extent the current legislation allows, based on 
its normative content, to construct the right not to use the Internet, and what is the 
extent of the appropriate legislative changes.

In its essence, the right not to use the Internet means that an individual can 
decide not to use the Internet and any of the services offered online. Every person 
should remain free from any coercion when it comes to using the Internet. This 
includes freedom from any sanctions for refusing to use the Internet in a given area 
of social relations, as well as from the threat of depriving access to certain services 
in the event of lack of consent to carry out certain activities using Internet access. 
The essence of this right should be inviolable and protected in accordance with the 
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standards applicable to restrictions on human rights set forth in Article 31(3) of the 
Constitution of the Republic of Poland of 2 April 1997 (hereinafter: Constitution).

Most importantly, everyone should be given the freedom to choose whether he 
or she wants to receive certain services in the analogue form that involves direct 
contact with a human being, or by using applications operating on the Internet. This 
above requirement applies to both horizontal (individual– individual) and vertical 
(individual– public authority) relations. In both categories of legal relations, it is 
necessary to adopt appropriate legislation to protect everyone from forced use of 
the Internet in the absence of the will to do so. An analysis of the content of the 
right not to use the Internet requires separate research on the above categories of 
social relations due to their different characteristics.

The right not to use the Internet implies an obligation binding on the legisla-
ture to adopt legislation that will ensure the possibility of not using the Internet. 
This requires legislative activity aimed at drafting appropriate guaranteeing and 
protective legislation. The content of such legislation should include a categorical 
formulation of legal norms establishing the principle that the choice of the form 
of action –  offline or online –  should be left to the discretion of each person. This 
aspect will be of particular importance in both horizontal and vertical relations. 
Colliding interests shall be balanced according to the principle of proportionality. 
In particular, one should consider the limitation of parties’ contractual freedom to 
restrict the choice of offline and online form in a given contract.

The right in question implies that public authorities are not allowed to interfere 
through legal norms with the decision- making freedom of individuals when they 
do not want to use the Internet. Legislation should not make it mandatory to use 
the Internet. This dimension of the right in question is especially important in the 
context of individuals’ relations with public authorities. In particular, public ser-
vices and proceedings conducted by public authorities should be carried out in two 
ways: in the real world and in the virtual space using online applications. These 
forms must be equivalent and the choice of the offline form should not involve any 
additional procedural difficulties that could discourage individuals from making 
this choice.

6.2 The constitutional basis for the right not to use the Internet

It is generally accepted that the primary function of any constitution –  as an act 
with the highest legal force within a given legal system –  is to define the basic 
norms (principles or rules) that determine the shape of both the political system 
and the socio- economic system of a state (Bożyk, 2020, p. 27; Garlicki, 2022, 
p. 45). Therefore, the matter to be regulated in constitutions should include all 
manifestations of human activity that are crucial for proper self- fulfillment in pol-
itical, social, professional, or private and family life. However, today there is no 
longer any doubt that the Internet has become a tool that is widely used in all 
spheres of human activity. It is a tool for day- to- day communication, political or 
social participation, searching for and disseminating information, gaining know-
ledge (learning), as well as pursuing a profession or providing work. Internet has 
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allowed mankind to create a new space for itself –  the digital (cyber) space, under-
stood as a network of infinite Internet connections through which users exchange 
information, transfer and process data, provide various types of services, etc. 
(Marczyk, 2018). What is also important is that public authorities also use infor-
mation technology on a massive scale to carry out public tasks. In view of such 
proliferation –  the Internet is no longer a “neutral” phenomenon from a constitu-
tional point of view.

However, there is no universal model for the response of the legislature to the 
emergence of digital space. In some European countries, the decision has been 
made to regulate at least some issues related to the functioning of people in the new 
realities in constitutional provisions. Examples of such countries include Portugal 
and Greece. Since 1997, the Portuguese Constitution has guaranteed everyone 
access to public information technology networks.1 On the other hand, in 2001, 
the Greek legislature recognized everyone’s right to participate in the informa-
tion society, while pointing out that facilitating access to electronically transmitted 
information, as well as its production, exchange, and dissemination, are among the 
positive duties of public authorities.2 In other countries, where the constitutional 
provisions do not regulate explicitly the rights and obligations associated with the 
use of the Internet, standards are set by constitutional courts, through so- called 
creative interpretation (Wiśniewski, 2021).3 In 2009, in the HADOPI case, French 
Constitutional Council, ruling on the basis of the “classical” freedom of expression 
and opinion guaranteed by Article 11 of the 1789 Declaration of the Rights of Man 
and of the Citizen, stated that

[i] n the current state of the means of communication and given the generalized 
development of public online communication services and the importance of 
the latter for the participation in democracy and the expression of ideas and 
opinions, this right implies freedom to access such services.

(Constitutional Council, 2009)

Access to information technology and communication services was thus considered 
an element of general freedom of expression (Falque- Pierrotin, 2012).

The Constitution does not directly address the issue of rights and obligations 
in the digital space. There is no doubt, however, that the catalog of rights and 
freedoms contained therein includes not only those rights and duties that are 
expressed explicitly in its provisions, but also those that can be interpreted on the 
basis of those provisions. As a living instrument, the Constitution retains its regu-
latory capacity also in the changed realities of political, social, and economic life. 
The Polish Constitutional Tribunal has already had an opportunity to confirm that

[a] lthough the Constitution does not explicitly refer to the functioning of the 
individual in virtual space, the protection of the constitutional freedoms and 
rights of individuals in connection with the use of the Internet and other elec-
tronic means of remote communication is no different from that concerning 
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traditional forms of communication or other activities. (…) Due to the com-
plexity of the Internet, the activity of individuals in this sphere corresponds to 
the relevant forms of constitutionally protected activity.

(Constitutional Tribunal, 2014)4

According to the Constitutional Tribunal:

[t] he Internet should thus be viewed as one of the tools that enable the exercise 
of substantive freedoms and rights, and not as a separate sphere or a sphere that 
is not covered by constitutional protection. In this state of affairs, an evalu-
ation of provisions that allow interference with substantive freedoms and rights, 
and that relate to the use of, among other things, the Internet by individuals, 
should be carried out taking into account the normative content of the relevant 
provisions of the Constitution in a given case that guarantee the protection of 
fundamental rights.

(Constitutional Tribunal, 2014)

Consequently, the “classical” constitutional guarantees should also be appropri-
ately applied to activities that involve the use of the Internet, which entails positive 
obligations on the part of the state “to ensure at the statutory level the protection of 
the individual on the Internet in a manner analogous to the adequate guarantees for 
the functioning of the individual in non- virtual spaces” (Łakomiec, 2023, p. 69).

In Polish legal literature, there have been attempts to construct a specific right of 
access to the Internet on the basis of the provisions of Chapter II of the Constitution, 
which focuses on “Freedoms, rights, and duties of man and citizen”. Two aspects 
of this right were singled out in particular, namely the right of access to an Internet 
connection and the right to access the resources of the World Wide Web (Rzuciło, 
2010). Demands have been formulated to include a provision in the Constitution 
that would explicitly establish the freedom to use the Internet, with arguments that 
“the right of access to the Internet has already left the stage of conceptualization 
and entered the stage of normativization and even constitutionalization” (Zieliński, 
2013). Of course, these considerations are part of the current debates being made 
around the world (De Hert & Kloza, 2012; Mehrotra, 2021). However, as already 
indicated, it is now necessary to consider the possibility of constructing, on the 
basis of the provisions of the Polish Constitution, the right not to use the Internet.

The fundamental argument in favor of the right not to use the Internet is the 
aforementioned right of access to the Internet. If it is assumed that the right to 
access the Internet is, in its nature, primarily that of a freedom, the content of which 
consists of, among other things, the ability to decide to connect to the Internet and 
the freedom to use its resources,5 then the right not to use the Internet is a reflec-
tion of the former, a kind of other side of the same coin. An individual entitled to 
the right of access to the Internet thus has the freedom to be online, but at the same 
time also has the freedom to remain offline. This kind of reasoning is typical of the 
interpretation of constitutional guarantees of freedoms. For example, the freedom 
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of conscience and religion established in Article 53 of the Constitution includes 
not only the freedom to adopt and practice a religion of one’s choice, but also the 
freedom not to profess any religion (Constitutional Tribunal, 2015).6 The freedom 
of association in trade unions and being their active members –  protected under 
Article 59(1) of the Constitution –  also includes the so- called negative freedom 
of association, which means the possibility to decide not to be a member of any 
trade union without suffering any negative consequences (Constitutional Tribunal, 
2008).7 Also, the freedom to choose and pursue an occupation arising from Article 
65(1) of the Constitution inevitably includes the possibility to decide to change an 
occupation or not to have one (Garlicki & Jarosz- Żukowska, 2016a). One of the 
elements of the freedom in question is therefore the freedom to decide not to work 
(Garlicki & Jarosz- Żukowska, 2016b).8

At least some constitutional provisions relating to certain aspects of an 
individual’s daily activities can also be used as the basis for constructing the 
right not to use the Internet. Typically, the very right of access to the Internet in 
vertical relations between citizens and the state is derived from Article 61 of the 
Constitution, which guarantees the right to obtain information about the activ-
ities of public authorities, including the right to access documents containing 
public information. The legislature intended an official information and commu-
nication technology publication, referred to as the Public Information Bulletin, 
to be the primary means for the exercise of this right. It takes the form of a uni-
form web page system on an ICT network (Act of 6 September 2001; Chomicka, 
2012),9 which is, in practice, precisely the Internet. In principle, this is where 
all public information, including official documents, should be posted. At the 
same time, if a piece of information has been posted –  either due to a statutory 
obligation or at the discretion of a public authority –  in the Public Information 
Bulletin, the public authority is no longer required to make it available by 
“analog” means (e.g., in writing or orally), even if such means is requested by 
a citizen (Wyporska- Frankiewicz, 2023).10 Thus, the legislature restricts the eli -
gible individual’s freedom to decide how to access public information, which 
must be considered a form of restriction on the exercise of the constitutional 
right guaranteed under Article 61 of the Constitution. In extreme cases, it can 
even lead to a complete obstruction of access to public information. In this con-
text, the right not to use the Internet becomes a guarantee of the constitutional 
right to access public information in the form desired by the individual enjoying 
this right.

Examples can also be identified of such areas of horizontal interaction between 
individuals, where the right not to use the Internet appears as a guarantee of the 
effectiveness of constitutional regulation. One such example is Article 49 of the 
Constitution, which protects the freedom and secrecy of communication. The 
legislator, aware of technological advances, no longer speaks only of the freedom 
and secrecy of “correspondence” and instead takes into account newer forms of 
communication than the epistolary form (including correspondence via electronic 
mail). However, there is no doubt that the personal freedom in question neces-
sarily includes the freedom to choose the form of communication, and therefore 
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the possibility to choose communication “outside” the Internet, such as through the 
exchange of traditional letter correspondence.11

The social rights listed by the Constitution include workers’ right to safe and 
sanitary working conditions and to rest, which are provided for in Article 66. In 
today’s economy, where the Internet is sometimes the primary tool for work (not 
only for communication with the employer, contractors, or customers), the right 
to be offline is becoming a condition for maintaining a work and life balance and 
resting. Article 76 of the Constitution, on the other hand, imposes an obligation on 
the state to protect the consumer as the “weaker” party –  compared to the entre-
preneur –  in the process of providing goods or services. This obligation should 
necessarily include countering the negative effects of the phenomenon occurring 
in the trade and services sector, namely the fact that the increasing use of digital 
solutions is accompanied by a systematic reduction in access to “analog” solutions, 
including through a reduction in the number of physical customer service points 
and a lack of investment in offline customer contact tools. The right not to use the 
Internet must be seen in this case as a means of strengthening consumer protection 
against exclusion in access to goods or services. This measure becomes particularly 
relevant in the case of access to goods and services that can be considered basic 
necessities (e.g., access to medical care services).

6.3 The right not to use the Internet in vertical relations in proceedings 
before public authorities

The right not to use the Internet also applies to an individual’s relations with public 
authorities. When using various services of the public administration or in court 
proceedings, any individual should be given the opportunity to choose the form 
in which the matter case is to be handled (offline or online) and the form in which 
the proceedings are to be conducted. According to Article 7 of the Constitution, 
public authorities act on the basis of the law and within its limits. This provision 
is applicable to both the legislative and executive branches of government, as well 
as to all entities performing public tasks (Winczorek, 2008, p. 28). On the basis of 
certain categories of social relations, legislation usually defines the form in which 
letters are to be filed and meetings of public authorities with parties are to be held. 
This issue is within the regulatory freedom of the ordinary legislature. However, it 
is important to implement all constitutional values, which include the protection of 
human rights. The freedom established in Article 31 of the Constitution means the 
freedom to make acts of will and choice (Bosek, 2016, p. 763). The Constitutional 
Tribunal, on the basis of the above- mentioned provision, assumed that everyone 
can decide how to act and behave (Constitutional Tribunal, 2007). This means that 
a person is free to involve in any behavior that is not expressly prohibited by law. 
The freedom of choice of the offline form should be provided for in legislation that 
governs proceedings before public authorities. The protection of specific values 
alone can justify a limitation of the principle of individual freedom in Article 31 of 
the Constitution. The point is not to provide complete freedom, but to create a legal 
framework of free choice for the individual within the limits of the law.
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It seems particularly important to guarantee the possibility of choosing the 
form of activity in the proceedings relating to administrative proceedings or court 
cases, as well as the filing of letters on paper form with the possibility of ensuring 
direct contact. The practice of recommending that a person who does not use the 
Internet should seek the support of other family members in handling a matter is 
not acceptable, as it does not respect human dignity as required by Article 30 of 
the Constitution. The right not to use the Internet is founded on the principle of 
protection of human dignity, which requires each person to be treated with respect.

A reduction of the options for handling a matter to the online option only is not 
the right solution. Merely guaranteeing an alternative at the level of legislation by 
ensuring the possibility of choosing either the offline or the online form seems to 
be insufficient, as the totality of factual and technical circumstances that may deter-
mine the choice of the form due to possible factual barriers should also be taken 
into account. In other words, the offline form of handling a case should be treated 
as equivalent to the online form, and no additional restrictions should be imposed 
on its selection that are not justified and necessary. Examples of such unacceptable 
action that has a discouraging effect include establishing a higher fee charged for 
filing documents in paper form, longer processing times for cases initiated in this 
manner, etc. It is equally unacceptable to limit the possibility of filing an applica-
tion or an appeal only to electronic communication channels, as this forces people 
to use the Internet.

Indeed, the possibility to communicate remotely using modern technology can 
be used in administrative and court proceedings, but it is particularly important 
that this does not come at the expense of other values of procedural justice. The 
Constitution does not restrict in any way how administrative and judicial matters 
should be handled or how meetings should be held, and only adopts the principle 
of openness of the actions of public authorities. According to Article 61(2) of the 
Constitution, “the right to obtain information includes access to documents and 
admission to meetings of collective bodies of public authorities elected by uni-
versal suffrage, with the possibility of audio or video recording”. Such access, of 
course, applies to both online and offline meetings.

With the development of new technologies and the COVID- 19 pandemic, it 
is possible to note a dynamic increase in the scope of application of remote com-
munication in administrative and judicial proceedings, which should generally be 
viewed positively, but involves the need to respect the rights of those who do not 
wish to use the Internet. It is worth briefly presenting selected pieces of legislation 
on this matter and evaluating them from the point of view of respect of the right 
not to use the Internet.

Pursuant to the Act of 7 July 2023, amending the Code of Civil Procedure, the 
Act on the system of common courts of law, the Code of Criminal Procedure, and 
certain other acts (Act of 7 July 2023), Article 151(2) of the Code of Civil Procedure 
of 17 November 1964, as amended (hereinafter referred to as CCP) (Code of Civil 
Procedure, 2023), provides for the possibility of ordering “the holding of a public 
hearing using technical devices that allow it to be held remotely (remote hearing)”. 
It is also important that a court, when informing participants that a remote hearing 
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has been ordered, must inform them of the possibility of appearing in the court-
room or the obligation to declare their willingness to participate in the remote 
hearing. This makes it possible to respect the rights of those who do not want to 
use the Internet.

The legislation allows for a request to examine a witness remotely pursuant to 
Article 235(1) CCP. What is particularly important in the case of people who do not 
choose the offline form of the proceedings, such a request may be rejected with by 
a party, who has 7 days from the date of obtaining information about the intention 
to take evidence to file an objection. The above- mentioned legal provision may be 
of particular interest to people who prefer face- to- face contacts in the real world. 
It is also necessary to clarify the legal solutions and counteract the possible risk of 
abuse of this provision for the purpose of procedural obstruction. This requires a 
careful balancing of values between the parties’ freedom of choice and the prin-
ciple of speed of proceedings.

Whenever the remote form of a court session is used, everyone should be 
provided with adequate technical support, for example, by making computer 
equipment available to the person concerned at the seat of the court or the office 
of the public administration body. This is because some people may not have the 
skills or equipment required to use information technology tools, or simply prefer 
face- to- face human contact. It is particularly important for a remote meeting before 
a public authority should be held with the consent of all parties and participants in 
the proceedings.

In criminal cases, in accordance with Article 374(4) of the Code of Criminal 
Procedure of 6 June 1997, the presiding judge may exempt the accused, an auxil-
iary prosecutor, or a private prosecutor from the obligation to appear at the trial, if 
they are detained, if the participation of these parties in the trial by means of tech-
nical devices that allow remote participation in the trial with simultaneous direct 
video and audio transmission is ensured. In such cases, a court registrar or a judge’s 
assistant, as well as a defense attorney (unless he or she appears in the court), must 
be present at the place where these persons are staying. At the same time, it should 
be noted that a remote session is not allowed, among others, in cases involving fel-
onies, since in such situations the presence of the accused in the courtroom is man-
datory. In criminal proceedings, the participation of a party in offline proceedings 
should be particularly safeguarded due to the need to guarantee the defendant’s 
right to defense. Its exercise, it seems, requires personal participation. The use of 
remote hearings in criminal proceedings requires special caution due to the unique 
nature of the taking of evidence, which relies heavily on the explanations of the 
accused and the testimony of witnesses.

6.4 The right not to use the Internet in horizontal relations on the basis of 
civil and labor contracts

The hallmark of horizontal relations is the equality of the contracting parties. 
According to Article 353(1) of the Civil Code of 23 April 1964, as amended (Civil 
Code, 2023), “parties entering into a contract may arrange the legal relationship at 
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their own discretion, as long as its content or purpose do not oppose the properties 
(nature) of the relationship, a statute, or the principles of social interaction”. In gen-
eral, Polish civil law recognizes as equal the handwritten form and the electronic 
form of signature for declarations of intent. From the point of view of the above- 
mentioned legal provision, it is necessary to consider whether it would be permis-
sible in a contractual relationship to restrict the freedom of the parties to choose the 
form of submission of declarations of intent in writing in favor of the exclusively 
adopted electronic form.

The adoption of the permissibility of concluding contracts exclusively using elec-
tronic signature, and thus assuming the need to use the Internet, appears to be too 
far- reaching and may lead to the actual exclusion of a certain group of people from 
the possibility of concluding such contracts. Also, at least the financial argument 
should be added. It costs approximately €50 to produce an electronic signature in 
Poland. These are the costs associated with acquiring the necessary tools to perform 
the act of signing documents, including a cryptographic card, card reader, and soft-
ware. Expenses are not limited to the decision to obtain an electronic signature. It 
is also necessary to pay for the renewal of the certificate, which fluctuates around 
€25. Paying these fees may be too difficult or impossible for some people. This is 
because the possibility of placing the so- called “trusted signature”, which is provided 
for in Polish law, does not exist in the case of obligation contracts with financial 
consequences. A trusted signature is only a proof of identity. Of course, its use also 
presupposes the need for Internet access, although the mere submission of a trusted 
signature does not involve any additional costs than those associated with access to 
an Internet connection. Therefore, it should be concluded that the exclusion in a con-
tract of the possibility of making declarations of intent in writing would constitute 
an illegal clause in view of the applicable laws and principles of social interactions.

The right not to use the Internet can refer not only to the clear- cut issue of using 
the Internet or opting not to do it, but also to the online availability in time. An 
example is labor relations in the private sector. An employee has the right not to 
use the Internet and the offered applications with notifications installed on phones 
and smartwatches. The literature expresses the demand for the right of an employee 
to be offline beyond working hours (Moras- Olaś, 2021). It should be noted that it 
is closely linked to the right not to use the Internet and can be considered a spe-
cific right. The right not to use the Internet after the working hours should be espe-
cially protected for the sake of labor rights and the protection against harassment. 
For example, it should be considered unacceptable to use provisions in employment 
contracts regarding the obligation to check email on an ongoing basis after working 
hours. It should be emphasized that any expectation of using notification systems for 
incoming messages using Internet access is incompatible with the right to rest. It also 
seems necessary for legislation to specify in detail the right not to use the Internet.

6.5 Conclusions

It should be advocated that a separate category be added to the catalog of human 
rights in Poland: the right not to use the Internet. To ensure a proper balance of the 
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protection against coercion to use or not to use the Internet, it is worth considering 
adding a right to the Internet with two aspects –  positive and negative –  in a sep-
arate article in Chapter II of the Polish Constitution. Furthermore, appropriate legal 
regulations in this regard should be also included in acts of international law for the 
protection of human rights, including the European Convention for the Protection of 
Human Rights and Fundamental Freedoms. Dealing with the issue would require an 
adequate political debate in order to reach a compromise on the normative content.

The constitutional provisions presented herein, from which the right not to use 
the Internet can be reconstructed, concern particular spheres of social life, but they 
are too general and insufficient to adequately protect an individual. First, the right 
not to use the Internet is the result of the process of interpretation of the norma-
tive content of the existing legislation, and there is a risk that with technological 
advances, the interpretation of these laws will change in favor of the protection of  
the right to the Internet in the positive sense to the exclusion of guarantees for those 
who prefer to operate in the real world rather than the virtual world. Constitutional 
provisions explicitly stating protection against coercive use of the Internet will 
radiate throughout the legal system, so that legal protection can be systemic, and 
this can help ensure the axiological consistency of the Polish legal system. The 
alternative is to introduce appropriate legal changes at the legislative level, but this 
seems inexpedient from the point of view of the principles of legislative technique, 
since, first, this right may be overseen in a particular sphere of social relations, 
and second, it is an excessive proliferation of legal provisions. It seems that the 
only reasonable solution is to include such normative regulations in the general 
provisions on administrative proceedings, administrative court proceedings, tax 
proceedings, criminal proceedings, criminal fiscal proceedings, penal executive 
proceedings, and civil and criminal proceedings.

It should also be emphasized that the exercise of the right not to use the Internet 
requires not only appropriate legal action, but also factual action. Simply guaran-
teeing this right does not mean making it a reality. Public authorities should take 
several measures to ensure that people can operate offline without discrimination. 
Examples include the operation and development of analogue service points for 
customers in government offices, and support in the submission of applications 
and other letters in paper form. It is necessary to strive to maintain the traditional 
form of meetings before public authorities, as it allows persons who do not use the 
Internet to make decisions freely and can contribute to establishing the material 
truth. At the same time, it should be emphasized that such measures are also neces-
sary from the point of view of the need to ensure the security of legal transactions.

Notes

 1 Article 35(6) of the 1976 Constitution of Portugal:

Everyone is guaranteed free access to public- use information technology networks. 
The law shall define the regime governing cross- border data flows, and the appropriate 
means for protecting both personal data and other data whose safeguarding is justified 
in the national interest.
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 2 Article 5A(2) of the 1975 Constitution of Greece:

All persons have the right to participate in the Information Society. Facilitation of 
access to electronically transmitted information, as well as of the production, exchange 
and diffusion thereof, constitutes an obligation of the State, always in observance of 
the guarantees of articles 9, 9A and 19.

 3 A similar approach is taken by international courts, including the European Court of 
Human Rights.

 4 The Constitutional Tribunal further specified:

The transmission of correspondence by electronic means (e.g., e- mail) is subject to the 
same constitutional protection as the transmission of a letter in traditional paper form 
(Art. 47, Art. 49, Art. 51). Transmission of information to a defense counsel via the 
Internet or other means of electronic communication –  to the same guarantees as its 
transmission in a personal conversation (Art. 42). The protection of intimacy in dealing 
with persons working in professions of public trust is the same regardless of the form of 
communication (Art. 47). The expression of views, the acquisition and dissemination 
of information by electronic means are fully subject to the protections provided for in 
Art. 54 of the Constitution. Likewise, the protection of the freedom of the press and 
the means of social communication is the same, regardless of the form in which this 
freedom is exercised (Art. 14, Art. 54). The constitutional protection of the freedom of 
economic activity (Art. 20 and Art. 22) also extends to undertaking and carrying out 
such activity on the Internet or through other forms of electronic communication. The 
same is also true of the protection of the freedom to choose and pursue an occupation 
(Art. 65), the freedom of artistic creativity, scientific research, and the publication of 
its results, as well as the freedom of teaching and freedom to enjoy cultural assets (Art, 
73) or the right to file petitions, requests, and complaints to public authorities (Art. 63).

 5 Thus, this is not a substantive social right containing a demand that the state create a cer-
tain information and communication technology infrastructure and provide everyone with 
(free) access to it.

 6 As the Constitutional Tribunal explained, it is indisputable that the freedom not to pro-
fess any religion is guaranteed at the same level as the freedom to cultivate any faith. In 
exercising the freedom of conscience, both the “freedom to religion” and “freedom from 
religion” can be exercised (see the judgment of October 7, 2015, ref. K 12/ 14, OTK ZU 
9/ A/ 2015, item 143).

 7 In the opinion of the Constitutional Tribunal:

[t] he negative freedom of assembly and association is manifested in the freedom not 
to be a member of a trade union and the protection from the negative consequences 
thereof. (…) the negative freedom of association is established in the Constitution, 
even though Article 59(1) of the Constitution explicitly guarantees only the freedom 
of association in trade unions. However, it is reasonable to assume that the essence of 
the freedom of association consists of two aspects: a positive and a negative one. Thus, 
since the freedom of association in trade unions is guaranteed, so is the freedom not 
to join a trade union.

(judgment of July 1, 2008, ref. K 23/ 07, OTK ZU 6/ A/ 2008, item 100)

 8 Article 65(2) of the Constitution clearly implies the constitutional prohibition of forced 
labor, exceptions to which may be provided by law.
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The negative aspect of the freedom to work is the prohibition to introduce an obliga-
tion (compulsion) to work, non- compliance with which would give rise to criminal 
or administrative sanctions. In other words, public authorities cannot require taking a 
job of those who, for whatever reason, do not intend to work. (…) This is because the 
guarantee of the freedom to work includes the freedom to remain unemployed.

 9 As specified in Article 8(1) of the Act of September 6, 2001 on access to public infor-
mation. In addition to the Public Information Bulletin, some public authorities maintain 
separate data portals, access to which also requires an Internet connection. For example, 
the case law of the Constitutional Tribunal is published in the collection “Orzecznictwo 
Trybunału Konstytucyjnego –  Zbiór Urzędowy” [Jurisprudence of the Constitutional 
Tribunal –  Official Collection] which is in electronic form only (see Article 115 of the 
Act of November 30, 2016 on the organization and procedure before the Constitutional 
Tribunal, Journal of Laws of 2019, item 2393). One should also not forget that since 
2012, normative and other legal acts have been promulgated in the relevant official 
journals only in the form of an official document; official journals are issued in electronic 
form, with the issuing authority maintaining a separate website for each such journal (see 
Article 2a of the Act of July 20, 2000 on the promulgation of normative acts and certain 
other legal acts, Journal of Laws of 2019, item 1461).

 10 This is because it is assumed that

the primary way of acquaintance with public information is the Public Information 
Bulletin [PIB], and the publication of information in the PIB excludes the obliga-
tion to make it available again at the request of an interested party, or in other forms 
provided for in the act, for example, by displaying or posting. Therefore, if the public 
information requested by an applicant has been made public, then the entity to which 
the access request is submitted should only refer the interested party to the relevant 
publication.

 11 This, in turn, implies a positive obligation on the part of the state to create an infrastruc-
ture to enable individuals to gain access to a certain minimum range of universal postal 
services. In Poland, the function of an operator designated to provide universal postal 
services is performed by Poczta Polska Spółka Akcyjna (the Polish Post), whose sole 
shareholder is the State Treasury.
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7  Non- use of the Internet as human 
rights enabler?
The curious cases of the right to privacy and 
the right to health

Władysław Jóźwicki and Łukasz Szoszkiewicz

7.1 Introduction

The diffusion of the Internet has revolutionised how we communicate, access infor-
mation and receive public services. However, this technological innovation has 
also brought forth challenges that raise critical questions about its inherent features 
and their impact on the enjoyment of human rights. The excessive collection and 
commodification of personal data remain beyond the control of an individual. 
Paradoxically, countermeasures such as obligatory informed consent for personal 
data processing (i.e., cookies) have led to “privacy fatigue”, a phenomenon when 
individuals “disclose personal information despite their privacy concerns” (Choi 
et al. 2018). Massive collection of personal data implies exposure of sensitive 
information to data breaches, for instance in healthcare (Seh et al. 2020). Network 
effects magnify these issues by enabling misinformation to spread rapidly and 
creating echo chambers where individuals are insulated from diverse perspectives. 
While the Internet serves as a powerful tool for social mobilisation, its network- 
based dynamics of information flow and content filtering algorithms can also 
facilitate polarisation (Peralta et al. 2021). Furthermore, algorithmic manipulation 
poses a distinct challenge to informational self- determination. By creating micro- 
profiles of individuals based on their online behaviour, these algorithms enable 
personalised targeting that can be harnessed for political campaigning (Martino 
et al. 2020).

For this reason, we will analyse whether non- access to the Internet can be seen 
as a human rights enabler and what consequences that brings to the realisation of 
particular human rights as well as to the proportionality analysis in a case of con-
flict of rights. We argue that the non- use of the Internet should be taken seriously 
when assessing all the requirements of proportionality in the large sense, as well as 
when applying the principle of progressive realisation of economic, social and cul-
tural (ESC) rights. This is due to the fact that by choosing not to be online, individ-
uals can protect themselves from the trade- offs inherent in the digital environment 
and exercise their rights in ways that are not achievable online. Also, the states and 
monitoring bodies should not forget about the threats to human rights, which are 
inherent in the nature of being online when Internet technologies are being used as 
a means to enable human rights. We will analyse these paradoxes through the lens 
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of two human rights –  privacy and health –  to demonstrate how informed choices 
regarding Internet non- use can influence their enjoyment and how that needs to be 
reflected in human rights policies and their review. In this analysis, we will pri-
marily rely on the United Nations (UN) international human rights framework and, 
if necessary, integrate regional and national developments that relate to the non- use 
of the Internet.

7.2 Non- use of the Internet as an enabler of the right to privacy

The Internet is a technology based on the transmission of data over a network of 
computers and other devices, such as servers or mobile devices. Any data trans-
mission is carried out through infrastructure maintained by intermediary entities 
(e.g., Internet service providers or operators of cloud- based services), which inev-
itably involves the possibility of third- party access. Even the most advanced data 
encryption methods (Stoykova 2023) and other privacy- enhancing tools (e.g., 
Virtual Private Networks, Tor network) do not provide complete protection against 
unauthorised access to data on online behaviour. The sense of privacy and ano-
nymity relies on the assumption that the financial and organisational burden of 
identifying a given person will be too excessive for third parties. Nevertheless, 
any sharing of personal data means a potential loss of control over it. Even if 
reidentifying a person were not currently possible, advancements in technology 
could make it feasible in the (near) future. By not participating in the digital envir-
onment, individuals avoid the traps of data exploitation and maintain a degree of 
autonomy over their personal data that is increasingly difficult –  or impossible –  to 
achieve online.

However, non- use of the Internet is not about the complete rejection of tech-
nology but about making informed choices concerning when and how to engage 
with the digital environment to maintain control over one’s personal data. It can be 
driven by the desire to protect one’s private life, avoid personal data collection or 
minimise exposure to unwanted online digital tracking by corporations and public 
authorities for various purposes ranging from mass surveillance to targeted adver-
tising.1 An example of non- use in this context could be choosing not to use Internet- 
based health services to protect sensitive health data from digital collection and 
potential misuse or data breaches. It is estimated that between 2005 and 2019 the 
total number of individuals affected by data breaches in healthcare systems was 
nearly 250 million worldwide, with most of them affected in the last five years.2 
In the future, we will likely observe leakages of neural data, which is increas-
ingly collected by business actors, and which can be decoded to reveal one’s most 
intimate features (Yuste & De La Quadra- Salcedo 2023).

In this sense, the decision not to use the Internet can be seen as a form of exer-
cising the right to informational self- determination, which was coined in the 1980s 
and, since then, penetrated regional and national human rights frameworks.3 It 
has been invoked expressis verbis in the jurisprudence of the European Court of 
Human Rights (ECtHR 2023), Inter- American Court of Human Rights (IACtHR 
2024), and selected Asian countries4 as one of the fundamental components of the 
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right to privacy. Invoked, for the first time, by the German Constitutional Court in 
the Census case of 1983, the right to informational self- determination “confers upon 
the individual the authority to, in principle, decide themselves on the disclosure 
and use of their personal data” (BVerfG 1983). The Court has also emphasised that 
the lack of “sufficient certainty” over the kind and scope of personal data known 
to third parties “impede[s] freedom to make self- determined plans or decisions” 
(BVerfG 1983, para. 146).

As with other human rights, the right to informational self- determination is not 
absolute and can be restricted. It can, therefore, be subjected to a proportionality 
analysis, which requires all the proportionality tests to be conducted and passed in 
order to allow a limitation of a particular right or freedom. In this text, we adhere 
to a broad understanding of the proportionality analysis. Limitations in the enjoy-
ment of rights and freedoms, in order to be legitimate and proportionate sensu 
largo, must cumulatively meet six requirements. First, they need to be determined/ 
prescribed by law, which also contains legislative quality requirements. Second, 
they need to realise a legitimate aim, which in the context we are analysing is pre-
dominantly the rights and freedoms of others (the ones provided with the use of 
online methods). Third, they need to be suitable/ appropriate to achieve the above 
aim. Hence, they must lead to genuine progress in the realisation of the right in 
question. Fourth, they need to be necessary to do that, meaning that there is no 
other less restrictive to the limited right method to achieve progress in the concur-
ring right. Fifth, the limitation needs to be proportionate sensu stricto, meaning 
“[t] he harm (cost, burden, sacrifice) caused by the limitation must be ‘proportional 
in a strict sense’ to the benefit (gains, good) it contributes to produce” (Tremblay 
2014, 865). Lastly, sixth, while introducing limitations in the enjoyment of rights 
and freedoms, we have to bear in mind that the essence of the limited right or 
freedom must always remain intact so the right may not become annihilated or 
drained out of its content.

Given the nature of the Internet, any transition to the digital environment will 
inherently involve limitations in the enjoyment of the right to informational self- 
determination. In other words, every digital solution perceived as an enabler of 
individual rights (e.g., personalised medicine as an enabler of the right to health) 
will require an assessment of proportionality that involves the right to informational 
self- determination. As we will show, the non- use of the Internet (and implications 
for the right to informational self- determination) is frequently overlooked in that 
context. However, if we take rights and freedoms seriously, we need to apply all the 
above- mentioned proportionality analysis elements.

First, the limitations need to be determined/ prescribed by law. This means that 
the courts must determine whether the collection, retention, processing and author-
isation of access to personal data are “in accordance with the law”. Therefore, 
the legal basis must meet certain qualitative requirements (i.e., the “quality of 
the law”), which implies accessibility for the individual and predictability of its 
application (ECtHR 2015, para. 236). The law must also provide adequate and 
effective safeguards against arbitrariness and the risk of abuse (ECtHR 2015, para. 
302). The German Federal Constitutional Court, in assessing a case on predictive 
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policing, ruled that “the severity of interference with the right to informational 
self- determination primarily depends on the type, scope and possible uses of the 
data, as well as the risks of abuse” (BVerfG 2023). For this reason, an individual 
should have sufficient certainty over the further use of one’s personal data, in par-
ticular requirements under which data can be used for purposes other than initially 
collected. For example, under what requirements data taken as part of healthcare 
can be made available to law enforcement authorities for the purpose of crime 
prevention. In recent years, international and national legal instruments and case 
law has provided cases that involved “repurposing” of personal data processing, 
which implies the possibility of changing the legitimate aim for which the data was 
originally collected. For instance, the EU’s proposal for establishing the European 
Health Data Space aims to introduce the secondary use of electronic health data 
for, inter alia, healthcare, scientific research, education and training of AI- based 
systems.5 Hence, the technical and legal possibility of changing the purpose of 
processing should already be clearly determined by the law allowing the collection 
of data.

Second, limitations need to realise a legitimate aim. Sometimes, a collection 
of digital data is justified with the protection of national security or public order, 
particularly in countries where law enforcement agencies have extensive powers 
to search computer systems. Other commonly invoked legitimate aims include the 
protection of the rights and freedoms of others (in particular, an increasing acces-
sibility and quality of a given social right) or public health (e.g., preventing the 
spread of COVID- 19). The invocation of these values can lead to various actions in 
the digital environment. An analysis of the recommendations formulated under the 
Universal Periodic Review shows that in some countries, the Internet is primarily 
a tool to strengthen the protection of the right to freedom of expression or the right 
to assembly. Therefore, such countries are recommended to refrain from restricting 
and shutting down the Internet (UPR –  Uganda 2022; Gabon 2023; Morocco 
2023). At the same time, another group of states is recommended to ensure the 
right to privacy and freedom from censorship on the Internet, which suggests that 
they leverage digital connectivity for surveillance (UPR –  the Netherlands 2022; 
Nauru 2021).

Although the Internet –  like any technology –  is described in terms of both 
risks and opportunities for human rights, some authors suggest that “preventive 
repression [will] increase as technology continues to develop in the future” (Dragu 
& Lupu 2021). In some states, digitalisation has become a tool that facilitates gov-
ernmental control, such as in China or Egypt.6 The preventive repression includes 
primarily non- violent forms of repression leading to chilling effect. In this context, 
the non- use of the Internet becomes not only an enabler of the right to privacy but 
the last stronghold of individual autonomy.

The broad powers of law enforcement agencies are also used in countries with 
strong protection of individual rights. This is demonstrated by the EncroChat case, 
in which the Dutch and French services, Europol as well as Eurojust successfully 
infiltrated the EncroChat network, which was facilitating communication (mainly) 
between organised crime groups. A series of cases before courts across Europe has 
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revealed the lack of binding digital forensics standards in criminal proceedings 
which would be compliant with the right to a fair trial (Stoykova 2023).

Third, limitations need to be suitable/ appropriate to achieve the legitimate aim. 
Interventions involving the collection of personal data (and consequently limiting 
the right to informational self- determination) are usually motivated either by the 
protection of national security or the progressive realisation of other rights, in par-
ticular social rights such as the right to health or the right to education. However, 
to be considered appropriate, digital services should genuinely facilitate legitimate 
aims. For instance, despite their limitations, tracing apps have proven beneficial in 
preventing the spread of COVID- 19. The deployment of smartphone applications 
enabled near real- time data collection and analysis, whereas traditional surveil-
lance methods are typically delayed by one to three weeks (as seen in the United 
States) (Pandit et al. 2022). Timing is crucial in preventing the spread of the 
virus, whose incubation period is typically less than 14 days (O’Connell et al. 
2021). While the collection of personal data interferes with privacy, it serves dual 
purposes: forecasting the transmission of the virus (thus protecting public health) 
and assessing an individual’s likelihood of exposure when moving through various 
spaces or interacting with others (thus facilitating the right to health).

Fourth, limitations need to be necessary, which indicates that any limitation of 
an individual right should be the least restrictive means to achieve a legitimate aim. 
In the context of digital public services, the legitimate aim often hinges on their 
increasing quality (e.g., due to the better allocation of financial and organisational 
resources) and enhanced accessibility, which leads to the progressive realisation of 
ESC rights, such as the right to health. However, this rise in quality and accessi-
bility cannot be justified by a proportional –  or even exponential –  enabling of the 
realisation of a given right if it leads to a restriction of another right. According to 
the requirement of necessity, any restriction of rights should be made only when 
there is no other way to achieve the legitimate aim, and to the narrowest possible 
extent for the realisation of a specific legitimate aim. This means that if it is pos-
sible to strengthen the realisation of a given right by allowing it to be exercised 
online while at the same time maintaining the possibility of offline exercise, public 
authorities should ensure both forms of realisation of the right. Both the Human 
Rights Committee (HRC 2014, para. 37) and the Committee on Economic, Social 
and Cultural Rights (CESCR 2000, para. 47) highlighted in various contexts that 
rights include “core obligations” which cannot be conditioned on the availability of 
resources and the same should apply to the right to informational self- determination.

Fifth, the limitation needs to be proportionate sensu stricto. Due to the “indi-
visibility, interdependence and interrelatedness”7 of human rights, strengthening 
the realisation of one right often impacts the realisation of another. Assessment of 
proportionality sensu stricto then requires consideration of the proportion of an 
interference. The transfer of public services to the digital environment, in many 
cases, will involve strengthening the realisation of various rights, such as the right 
to participation in public life (e.g., voting online) or the right to health (e.g., tele-
medicine). At the same time –  due to the specific features of the Internet described 
in the introduction –  it will always interfere with the right to privacy, particularly 
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informational self- determination. As long as the infringing upon privacy remains 
proportional to strengthening the realisation of another right, it could be justified. 
Proportionality will become increasingly difficult to justify as privacy protection 
becomes more burdensome, e.g., when a significant reduction in the grid of polling 
places accompanies the introduction of an optional form of online voting. When 
the difference between the possibility of exercising a given right online and offline 
reaches such great differences that exercising it in the latter form will be extremely 
burdensome, such an action should be considered disproportionate. One can claim 
that it was possible for public authorities to act in such a way as to make it pos-
sible to organise online voting without unduly restricting the right to informational 
self- determination.

Estonia’s Internet voting system exemplifies a careful balance between protecting 
privacy and promoting the right to public participation. Introduced in 2005, this 
system enhances participation by making voting more accessible to those who 
cannot or do not like to visit polling stations in person. However, despite its con-
venience, Internet voting poses privacy concerns, such as potential cyberattacks 
that could compromise ballot secrecy. The Supreme Court upheld that the indi-
vidual, once properly informed of the risks related to Internet voting, should decide 
whether or not to cast his or her vote online (Madise & Vinkel 2011, 8). Therefore, 
Estonia maintains traditional paper ballots as an alternative, allowing individuals 
who prioritise privacy over digital convenience to vote in a traditional way.

Last but not least, limitations cannot infringe upon the essence of the right to 
informational self- determination. In this context of digital- only public services, it 
will be necessary to analyse the nature and scope of the data acquired, the retention 
period (which should be as short as possible), the authority processing the data, as 
well as the permissibility of changing the purposes of the processing. The degree 
of datafication of the society may also play a role in the assessment –  the higher 
it is, the more likely it is that public authorities can create an accurate digital pro-
file of an individual, which, in our opinion, could lead to the infringement of the 
essence of the right to informational self- determination.8 It seems reasonable to 
claim that selected data, e.g., on the content of the vote cast in an election, should 
never be processed for different purposes than initially collected. However, most of 
the data protection regulations allow for further processing of personal data (even 
so called sensitive data) if certain conditions are met (e.g., for research and stat-
istical purposes, when data is properly anonymised,9 for the protection of equally 
important public interest).

7.3 Non- use of the Internet as an enabler of the right to health

One of the rights often associated with the benefits the Internet can provide to its 
realisation is the right to health. The Internet may enhance especially the accessi-
bility and availability of the right to health. Regarding physical accessibility, the 
Internet opens the possibility of providing medical services, in cases not requiring 
in- person contact, via long- distance care (Pawelczyk 2018, 620). Regarding eco-
nomic accessibility (affordability), online medical care does not require costly 
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and time- consuming travel to specialists unavailable in the neighbourhood. Also, 
the costs of consultations may be reduced. Internet access may alleviate health 
inequality (Yu & Meng 2022), thus serving non- discrimination in the enjoyment of 
the right to health. That applies especially when it comes to underprivileged groups, 
which are particularly economically vulnerable, as Internet access mitigates the 
negative impact of income inequality on healthcare access (Yu & Meng 2022). 
Internet access may also improve healthcare quality due to increased access to 
scientific knowledge for medical personnel, for instance, through databases of 
medical literature or Large Language Models, which are increasingly trained on 
medical papers (Clusmann et al. 2023). Finally, being online can significantly 
increase information accessibility. The latter should not, however, be considered 
as a possible replacement for professional medical care but as a supplement to it.

Recently, the COVID- 19 pandemic revealed some health- beneficial force of the 
Internet and access to information. Regardless of community type, mortality rates 
were generally higher during the pandemic in places with limited Internet access 
(Lin et al. 2022). Moreover, being online may lead to increased demand for med-
ical services. Searching for health information significantly affects an individual’s 
demand for healthcare (Suziedelyte 2012). All in all, Internet access generally 
improves the average health condition (Yu & Meng 2022). As the UN Committee 
on the Rights of the Child (CRC) underlined regarding the relatively better digit-
ally included group, which are young people:

the Internet provides opportunities for gaining access to online health infor-
mation, protective support and sources of advice and counselling and can be 
utilised by States as a means of communicating and engaging with adolescents. 
The ability to access relevant information can have a significant positive impact 
on equality.

(CRC 2016, para. 47)

Being online in different ways serves as, and potentially increasingly so, an enabler 
of the right to health. This needs to be considered while undertaking the propor-
tionality analysis with other rights and freedoms endangered by being online, such 
as the right to privacy, which was analysed in more detail in the previous section, 
but also other rights which can be negatively affected through (algorithmic) bias 
and discrimination or function creep, which often accompanies Internet- based 
healthcare services (Sun et al. 2020, 23). In all such cases, a method to be applied 
is the proportionality analysis of whether the advance in the realisation of one right 
is proportional to the detriment of another.

The situation when it comes to the right to health is, however, more complex 
than that. While being online provides certain benefits for the right to health, it also 
poses certain threats to this right. This is the case regarding both the very same 
aspects of the right that it may enhance but also regarding other ones. Digital health 
technologies can contribute to health inequity by deepening the consequences 
stemming from the “digital divide” between those who can and cannot access such 
interventions, some of which may be mitigated with different means like review 
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and accountability mechanisms (Sun et al. 2020, 23, 25, 29). Some, however, may 
not. Some threats to the right to health may not be prevented by legal mechanisms 
or technological solutions but are inherent to the nature of being online. All the 
benefits from the online right to health enablers may be enjoyed only by those who 
also enjoy Internet access (ca. two- third of the population worldwide). The issue is 
that some vulnerable groups are overrepresented in offline groups (e.g., indigenous 
peoples). That may be eliminated by the increase in Internet access availability 
and digital literacy promotion. Before that becomes universal, the divide and the 
most basic stemming from it right- to- health- related consequences remain, how-
ever, inevitable.

When it comes to equality, the health- related information gathered and available 
for the development of diagnosing, results analysis and research on the sources 
of and treatment methods of different diseases represents only those who actu-
ally are connected, which reflects the imbalance of the spread of connectivity, and 
privileges particular regions or particular groups. The so- called “health data pov-
erty” disables individuals, certain groups or even whole populations from bene-
fiting from discovery or innovation due to a scarcity of representative data. That 
may prevent some (groups of) people from the benefits of data- driven digital health 
technologies or even lead to them being harmed by such technologies (Ibrahim 
et al. 2021, 260– 261). That, again, may, to some extent, be mitigated by different 
means, which, however, cannot be immediate. Also, an extended history of data 
availability may create something of a kind of “connectivity capital”, resulting in 
more accurate and effective data- driven digital health technologies applications 
for certain groups. In 2021, 86.3% of genomics studies including genome- wide 
association studies have been conducted in individuals of European descent. This 
proportion has increased from 81% in 2016 at the cost of the underrepresented 
populations (Fatumo et al. 2022), which shows that both the current situation and 
tendency are counter- egalitarian.

Another significant issue is the access to health- related information. Generally, 
the Internet threatens with disinformation or information overload as well as 
shallowness or superficiality of the information offered (Kloza 2024). These threats 
become particularly hazardous when it comes to health- related information. The 
information may quickly turn out to be incomplete, imprecise or even represent 
misinformation, and thus be useless or even harmful in the hands of a recipient. 
An unprecedented and increasing majority of parents and guardians are using the 
Internet for information concerning their children’s health. They are, however, not 
necessarily using reliable and safe sources of information (Pehora et al. 2015). 
Reliance on non- traditional health sources, amplified by network effects and algo-
rithmically designed echo chambers, led, already before the COVID- 19 pandemic, 
to increasing vaccine hesitancy (Getman et al. 2018). The COVID- 19 pandemic 
may, however, serve as a particularly telling example of the potential scale of health 
misinformation, which arose to an extreme example of an “Infodemic” (Borges do 
Nascimento et al. 2022).

There are methods to minimise that kind of threats. It is undoubtedly advis-
able that “health care providers should begin to focus on improving access to safe, 
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accurate, and reliable information through various modalities including education, 
designing for multiplatform, and better search engine optimization” (Pehora et al. 
2015). This and other means can also be implemented on policy- making and legal 
grounds. None of them may, however, be fully implemented together with con-
nectivity. Access to the Internet or health- related information may not be made 
in any way conditional upon meeting certain requirements by the receivers. Also, 
a full or limited selection of available Internet information does not rest in any 
single state or international organisation’s capacities. Therefore, it is imminent that 
misinformation, misinterpretation or misapplication of information on the web 
might lead to health- threatening choices by the receivers. A new challenge has 
been created by the development of the Large Language Models, which, admit-
tedly, may have some potential to democratise medical knowledge and facilitate 
access to healthcare but –  due to their design –  are also prone to “distribute misin-
formation and exacerbate scientific misconduct due to a lack of accountability and 
transparency” (Clusmann et al. 2023). The balance between benefits and damages 
stemming from an almost unlimited flow of information on the Internet and access 
to it by anybody is, in many aspects, extremely shaky.

The CRC already in 2013 expressed concern

by the increase in mental ill- health among adolescents, including developmental 
and behavioural disorders; depression; eating disorders; anxiety; psychological 
trauma resulting from abuse, neglect, violence or exploitation; alcohol, tobacco 
and drug use; obsessive behaviour, such as excessive use of and addiction to the 
Internet and other technologies; and self- harm and suicide.

(CRC 2013a, para. 38, see as well: CRC, 2013b, para. 46)

Being online is one of the factors increasingly endangering mental health. Children 
represent a particularly vulnerable group in that regard, but not the only one. The 
most apparent threats seem to be addictions and the so- called FOMO (“fear of 
missing out”) (Kloza 2024), but the constant connectivity can impair people’s 
well- being in many ways and is related to the most severe clinical phenomena like 
depression but also anxiety, loneliness and other mental health outcomes related 
to subjective well- being (Cai et al. 2023). “Digital detox” or simply a choice of 
limiting connectivity may be one of the means to challenge this threat (Radtke 
et al. 2022).

However, that has become more and more difficult also due to the increased 
supply of online services. For those who do not have Internet access, “especially 
on a ‘smart’ device, life has become unduly burdensome and, at times, even impos-
sible” (Kloza 2024). That applies also to the digital services provided in order to 
facilitate certain human rights availability. Therefore, the related to being online 
mental health threats become accompanied also by the accumulated enablement 
of other rights via online means, which increases the scale of the problem and 
thus of the risks that excessive use of the Internet brings to people’s health. That 
calls for an in- depth proportionality analysis of the increased demand for connect-
ivity required by enabling other human rights by the online services and resulting 
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from that adverse effects on the right to health, which have to be considered as 
limitations of the latter and allowing the increase in the services available online 
only if all the proportionality requirements in limiting the right to health are met. 
Their offline availability becomes thus yet another parameter to be considered 
under the proportionality test while introducing their online equivalents at the cost 
of other rights, like the right to health. That is yet another example of the first of the 
general conclusions that stem from our analysis.

However, while being a threat, online solutions may also be effectively used 
to solve at least some of the mental health issues. The earlier arguments regarding 
healthcare improvement through the possibilities the Internet provides also apply 
to mental health issues (Reglitz & Rudnick 2020). That is yet another example of 
the second of the general conclusions that stem from our analysis. Enabling the 
right to health via the Internet requires an in- depth analysis of the being online 
effects on the health of people under the framework of progressive realisation 
of the right to health in both the mental and physical dimensions and increasing 
the services available online only if the overall result is positive, especially in the 
light of “strong presumption that retrogressive measures taken in relation to the 
right to health are not permissible” (CESCR 2000, para. 32). Enabling the right to 
health via the Internet also requires the guarantee that the right will be exercised 
without discrimination of any kind, which is an immediate obligation of the states 
(CESCR 2000, para. 30), not a progressive one (Saul et al. 2014, 133– 213). In light 
of what has been shown, the latter seems especially challenging in the context of 
the “digital divide” and other threats to equality connected to online enablers of the 
right to health.

7.4 Concluding remarks

Being online indisputably enhances the enjoyment of different human rights. At 
the same time, it brings some trade- offs to some of them, like the right to privacy 
or, to some extent, the right to health. Some of the challenges may be avoided or 
mitigated by adjusting policies or legal solutions to be implemented on the state 
or international level. Nevertheless, certain trade- offs remain inherent in the very 
nature of being online, and it is not possible to eliminate them.

Inevitably, an increasing number of services, be they public or private, become 
available via the Internet (Kloza 2024). When it comes to enabling human rights 
and endangering other human rights by those services, it becomes an issue of pro-
portionality analysis. It must become increasingly applied at policy- making, judi-
cial review or other monitoring levels. That applies equally, irrespective of whether 
we recognise online services as enablers of human rights or as a self- standing right 
of access to the Internet, which, not being absolute, also is a subject of proportion-
ality (Dror- Shpoliansky & Shany 2021, 1274). Similarly, it applies irrespective of 
whether we consider non- access to the Internet as a choice driven by the realisation 
of human rights and hence their enabler (as we do in this text) or whether we opt 
for the recognition of a new, standalone human right not to use the Internet, which 
neither is absolute and is thus subject of proportionality (Kloza 2024).
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The competent bodies should carefully take all the stemming from being online 
consequences for the enjoyment of human rights under consideration. That means 
that they should consider the benefits to human rights available through online 
means, but also the threats stemming therein. They should remember that progress 
in one right achieved via online means may adversely affect other human rights, 
but also that online realisation of a particular right may, in one aspect, enhance 
its enjoyment while, in another, deteriorate it. The proportionality methodology 
should be applied with all the tests it requires and with particular sensitivity to the 
being- online- related consequences for both rights at stake –  the one that benefits 
and the one enjoyment of which is being limited. That concerns the proportionality 
analysis and the tests it requires. As a result, the enthusiasm for connectivity should 
not lead to disregarding the offline availability of rights and freedoms. Another 
issue is the cost- benefit analysis within the scope of one particular right that its 
online realisation might bring about. That applies especially to ESC rights like the 
right to health. In the ESC rights realm, the critical issue becomes the principle of 
progressive realisation of those rights so that the progress achieved by online ser-
vices outweighs the detriments caused by it and is not discriminatory.

Perhaps the concept that “[t] he same rights that people have offline must also 
be protected online”, which has dominated the recent international discourse about 
human rights in cyberspace (Dror- Shpoliansky & Shany 2021, 1253– 1256), should 
become supplemented with two caveats. As the first caveat, we propose: While 
enabling human rights online, we may not resign from providing them offline if 
the protection of other rights requires that. That may seem somewhat self- evident. 
However, not necessarily so, as the recent pandemic crisis revealed, for example, 
when travellers’ obligation to complete the passenger location form upon arrival in 
Belgium could be fulfilled only through the Internet (Kloza 2024). As the second 
caveat we propose: While enabling human rights online, we may do that only as 
far as it leads to genuine and non- discriminatory progress in the realisation of the 
particular right. However, this kind of in- depth analysis seems so far to be absent 
in the policy- making process or in the activity of human rights monitoring bodies.

Notes

 1 It should be noted, however, that companies are able to create profiles of offline people 
they know exist and supplement the information with information coming in from various 
sources, such as friends who are online. See: Dunbar et al. (2015).

 2 The number of data breaches in healthcare has been on the rise since 2005. See: Seh et al. 
(2020).

 3 Nevertheless, it has not been recognised expressis verbis in the universal human rights 
framework. The General Comment no 16 on the right to privacy does not mention 
the concept, nor the individual communications of the Human Rights Committee (for 
more: Vaitkunaite 2023). The Universal Human Rights Index, the most comprehensive 
database of human rights recommendations adopted by the UN Treaty Bodies, Human 
Rights Council special procedures and within the Universal Periodic Review, discloses 
only one mention of this concept made by the Independent Expert on the enjoyment of all 
human rights by older persons. See: IE Older persons (2020, para. 115).
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 4 For instance, in India. See: Writ Petition (Civil) No 494 of 2012. Although Indian 
Supreme Court uses the phrasing “informational privacy”, it draws parallels with the 
German Census case of 1983 and the concept of “informational self- determination” (see 
paras. 207, 241).

 5 European Union, Proposal for a Regulation of the European Parliament and of the Council 
on the European Health Data Space, COM/ 2022/ 197 final, Article 34.

 6 In the Arab Spring countries, social media initially empowered activists but quickly 
became a tool for repression. Government and military forces transformed platforms like 
Facebook and Twitter into arenas of harassment and danger for dissidents, leading to 
arrests and forced exiles. See: Tufekci (2019).

 7 World Conference on Human Rights in Vienna, Vienna Declaration and Programme of 
Action, 25 June 1993.

 8 Federal Constitutional Court of Germany, when adjudicating on the permissibility of  
AI- based software for law enforcement agencies noted that their use

can also come close to developing a full profile. This is because the software can open 
up new possibilities of filling in the available information on a person by factoring in 
data and algorithmic assumptions about relationships and connections surrounding the 
person concerned.

See: BVerfG (2023)

 9 Although anonymised data is no longer considered “personal data”, it could potentially be 
reidentified and linked back to an individual in the future. This likelihood increases with 
ongoing advancements in datafication of society and increasing computational power.

Bibliography

Books and articles

Borges do Nascimento, I. J., A. B. Pizarro, J. M. Almeida, N. Azzopardi- Muscat, M. 
A. Gonçalves, M. Björklund, & D. Novillo- Ortiz (2022), Infodemics and Health 
Misinformation: A Systematic Review of Reviews, Bulletin of the World Health 
Organization, 100(9), 544– 561.

Cai, Z., P. Mao, Z. Wang, D. Wang, J. He, & X. Fan (2023), Associations Between 
Problematic Internet Use and Mental Health Outcomes of Students: A Meta- analytic 
Review, Adolescent Research Review, 8, 45– 62.

Choi, H., J. Park, & Y. Jung (2018), The Role of Privacy Fatigue in Online Privacy Behavior, 
Computers in Human Behavior, 81, 42– 51.

Clusmann, J., F. R. Kolbinger, H. S. Muti, Z. I. Carrero, J- N. Eckardt, N. Ghaffari Laleh, C. 
M. L. Löffler, S- C. Schwarzkopf, M. Unger, G. P. Veldhuizen, S. J. Wagner, & J. N. Kather 
(2023), The Future Landscape of Large Language Models in Medicine, Communications 
Medicine, 3. www.nat ure.com/ artic les/ s43 856- 023- 00370- 1

Dragu, T., & Y. Lupu (2021), Digital Authoritarianism and the Future of Human Rights, 
International Organization, 75(4), 991– 1017.

Dror- Shpoliansky, D., & Y. Shany (2021), It’s the End of the (Offline) World as We Know 
It: From Human Rights to Digital Human Rights –  A Proposed Typology, The European 
Journal of International Law, 32(4), 1249– 1282.

Dunbar, R., V. Arnaboldi, M. Conti, & A. Passarella (2015), The Structure of Online Social 
Networks Mirrors Those in the Offline World, Social Networks, 43, 39– 47.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

http://www.nature.com/articles/s43856-023-00370-1


118 The Right Not to Use the Internet

Fatumo, S., T. Chikowore, A. Choudhury, M. Ayub, A. R. Martin, & K. Kuchenbäcker 
(2022), Diversity in Genomic Studies: A Roadmap to Address the Imbalance. Available 
at: www.ncbi.nlm.nih.gov/ pmc/ artic les/ PMC 7614 889/ , Accessed on 16 May 2024 
(published in final edited form as: A roadmap to increase diversity in genomic studies, 
Nature Medicine, 2022; 28(2)).

Getman, R., M. Helmi, H. Roberts, A. Yansane, D. Cutler, & B. Seymour (2018), Vaccine 
Hesitancy and Online Information: The Influence of Digital Networks, Health Education 
& Behavior, 45(4), 599– 606.

Ibrahim, H., X. Liu, N. Zariffa, A. D. Morris, & A. K. Denniston (2021), Health Data 
Poverty: An Assailable Barrier to Equitable Digital Health Care, The Lancet. Digital 
Health, 3(4), 260– 265.

Kloza, D. (2024), The Right Not to Use the Internet, Computer Law & Security Review: 
The International Journal of Technology Law and Practice, 52. https://doi.org/10.1016/j.
clsr.2023.105907 

Lin, Q., S. Paykin, D. Halpern, A. Martinez- Cardoso, & M. Kolak (2022), Assessment of 
Structural Barriers and Racial Group Disparities of COVID- 19 Mortality With Spatial 
Analysis, JAMA Network Open, 5(3). https:// jama netw ork.com/ journ als/ jama netw orko 
pen/ full arti cle/ 2789 619

Madise, Ü., & P. Vinkel (2011), Constitutionality of Remote Internet Voting: The Estonian 
Perspective, Juridica International Law Review, VIII, 8.

Martino, G. D. S., S. Cresci, A. Barrón- Cedeño, S. Yu, R. Di Pietro, & P. Nakov (2020), A 
Survey on Computational Propaganda Detection, arXiv preprint arXiv:2007.08024.

O’Connell, J., M. Abbas, S. Beecham, J. Buckley, M. Chochlov, B. Fitzgerald, L. Glynn, 
K. Johnson, J. Laffey, B. McNicholas, B. Nuseibeh, M. O’Callaghan, I. O’Keeffe, A. 
Razzaq, K. Rekanar, I. Richardson, A. Simpkin, C. Storni, D. Tsvyatkova, J. Walsh, T. 
Welsh, D. O’Keeffe (2021), Best Practice Guidance for Digital Contact Tracing Apps: A 
Cross- disciplinary Review of the Literature, JMIR Mhealth Uhealth, 9(6), e27753. https:// 
doi.org/ 10.2196/ 27753. PMID: 34003764; PMCID: PMC8189288.

Pandit, J. A., J. M. Radin, G. Quer, et al. (2022), Smartphone Apps in the COVID- 19 
Pandemic, Nature Biotechnology, 40, 1013– 1022.

Pawelczyk, B. (2018), Art. 12. Prawo do ochrony zdrowia, in: Z. Kędzia & A. Hernandez- 
Połczyńska (eds), Międzynarodowy Pakt Praw Gospodarczych, Socjalnych i Kulturalnych. 
Komentarz, C.H. Beck, Warszawa.

Pehora, C., N. Gajaria, M. Stoute, S. Fracassa, R. Serebale- O’Sullivan, C. T. Matava (2015), 
Are Parents Getting it Right? A Survey of Parents’ Internet Use for Children’s Health Care 
Information, Interactive Journal of Medical Research, 4(2). https:// pub med.ncbi.nlm.nih.
gov/ 26099 207/ 

Peralta, A. F., M. Neri, J. Kertész, & G. Iñiguez (2021), Effect of Algorithmic Bias and 
Network Structure on Coexistence, Consensus, and Polarization of Opinions, Physical 
Review E, 104(4), 044312.

Radtke, T., T. Apel, K. Schenkel, J. Keller, & E. von Lindern (2022), Digital Detox: An 
Effective Solution in the Smartphone Era? A Systematic Literature Review, Mobile Media 
& Communication, 10(2), 190– 215 (Special Issue: Digital Wellbeing in an Age of Mobile 
Connectivity).

Reglitz, M., & A. Rudnick (2020), Internet Access as a Right for Realizing the Human Right 
to Adequate Mental (and other) Health Care, International Journal of Mental Health, 
49(1), 97– 103.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

http://www.ncbi.nlm.nih.gov/pmc/articles/PMC7614889/
https://doi.org/10.1016/j.clsr.2023.105907
https://doi.org/10.1016/j.clsr.2023.105907
https://jamanetwork.com/journals/jamanetworkopen/fullarticle/2789619
https://jamanetwork.com/journals/jamanetworkopen/fullarticle/2789619
https://doi.org/10.2196/27753
https://doi.org/10.2196/27753
http://dx.doi.org/.
https://pubmed.ncbi.nlm.nih.gov/26099207/
https://pubmed.ncbi.nlm.nih.gov/26099207/


Non-use of the Internet as human rights enabler? 119

Saul, B., D. Kinley, & J. Mowbray (2014), The International Covenant on Economic, 
Social and Cultural Rights: Commentary, Cases, Materials. Oxford University Press, 
Oxford.

Seh, A. H., M. Zarour, M. Alenezi, A. K. Sarkar, A. Agrawal, R. Kumar, & R. A. Khan (2020), 
Healthcare Data Breaches: Insights and Implications. Healthcare (Basel, Switzerland), 
8(2), 133.

Stoykova, R. (2023), Encrochat: The Hacker with a Warrant and Fair Trials? Forensic 
Science International: Digital Investigation, 46, 301602.

Sun, N., K. Esom, M. Dhaliwal, & J. J. Amon (2020), Human Rights and Digital Health 
Technologies, Health and Human Rights Journal, 22(2), 21– 32.

Suziedelyte, A. (2012), How Does Searching for Health Information on the Internet Affect 
Individuals’ Demand for Health Care Services?, Social Science & Medicine, 75(10), 
1828– 1835.

Tremblay, L. B. (2014), An Egalitarian Defense of Proportionality- based Balancing, 
International Journal of Constitutional Law, 12(4), 864– 890.

Tufekci, Z. A. (2019), Response to Johanne Kübler’s A Review of Zeynep Tufekci –  
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8  Digital disconnection as a plight 
or right?
A manifesto to re- imagine digital 
disconnection as a reasonable 
accommodation

Mariek M. P. Vanden Abeele,  
Marijn Martens, Sarah Anrijs,  
Sara Van Bruyssel and David de Segovia Vicente

8.1 Introduction

Digital disconnection as a concept refers to the voluntary actions that individuals 
undertake to set limits to their digital connectivity (Nassen et al., 2023; Syvertsen, 
2020). Examples of such actions are temporarily abstaining from using a device 
or platform (i.e., digitally detoxing; Radtke et al., 2022), adjusting device settings 
to minimise distractions –  for instance by disabling notifications or grey scaling 
(Dekker & Baumgartner, 2023; Liao & Sundar, 2022) and talking oneself down 
from the use of digital media when a craving occurs (Brevers & Turel, 2019). 
Digital disconnection as a phenomenon is growing: in Flanders (Belgium) alone, 
the number of adult citizens that sets limits to their digital connectivity through 
smartphones has grown from 58% in 2017 to 88% in 2022 (De Marez et al., 2022; 
Vanhaelewyn & De Marez, 2017).

From a conceptual point of view, digital disconnection is often considered an 
agentic response, allowing individuals to ‘reclaim control’ over their digital media 
use and screen time (Karsay & Vandenbosch, 2021). Underlying this idea of an 
agentic response is the assumption that digital well- being is enhanced when indi-
viduals can optimally balance their connectivity and disconnectivity, so that they 
maximise the benefits of digital media use while minimising drawbacks (Vanden 
Abeele, 2020). The phenomenon of digital disconnection responds to this idea: it 
comes with the hope and aspiration that –  even in a culture of ubiquitous connect-
ivity –  it is still possible to focus and be productive, feel present in the moment and 
enjoy a sense of privacy (Syvertsen, 2020).

The assumption that digital disconnection as an agentic response can improve 
digital well- being is corroborated by empirical research findings suggesting that 
the use of digital disconnection products, such as the use of apps for monitoring 
and limiting screen time, mitigates against problematic or excessive screen use 
and in doing so, safeguards against the negative effects of problematic screen use 
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on well- being (e.g., Schmuck, 2020). The rationale, then, is that individuals can 
resort to digital disconnection products and services to better succeed in regulating 
their screen behaviour, especially in those contexts where rational decision- making 
over this behaviour is important, yet challenged by the digital environment (Lyngs 
et al., 2019).

The former conceptual approach to digital disconnection is fruitful in that it 
acknowledges the ambivalent experiences of individuals in relation to 24/ 7 con-
nectivity (Ytre- Arne et al., 2020) and recognises the human capacity and right to 
intervene in one’s own digital reality, among others by developing, adopting and 
implementing instruments that help modify it in line with one’s goals and values 
(Karsay & Vandenbosch, 2021; Syvertsen, 2023). Yet, at the same time, the phenom -
enon of digital disconnection –  and with it the commodification of disconnection 
through a wide range of products and services –  is also fiercely criticised: scholars 
warn that approaching digital disconnection as an agentic response can reinforce 
processes of individual responsibilisation, leading to digital disconnection being 
framed foremost as a rational act of self- care towards digital well- being, even a 
luxury, that individuals should strive for –  and thus choose to spend their money 
and energy on (Kuntsman & Miyake, 2022; Van Bruyssel et al., 2023).

For some individuals, however, digital disconnection is not a luxury or choice, 
but rather becomes a moral obligation –  a necessary instrument of (self- )governance 
to feel digitally well (Fast, 2021). We argue in this chapter that in an ‘always- on’ and 
‘digital first’ society, this obligation falls disproportionately on the shoulders of indi-
viduals with an underdeveloped or impaired capacity for self- regulation, who are 
more likely to be the young and/ or the neurodiverse. After all, in this society it has 
become near impossible to opt out of the use of digital devices and platforms and 
many are intentionally designed to prey on vulnerabilities in executive functioning 
(Flayelle et al., 2023). Hence, for persons with impaired self- regulation –  and by 
extension those who care for them –  digital disconnection has become a plight they 
are condemned to if they wish to fully participate in contemporary digital society.

We therefore plead to understand digital disconnection as a necessity for some, 
and therefore a reasonable accommodation our society should provide. As we will 
argue, this re- imagination of digital disconnection has implications for how we 
conceive of digital disconnection and its potential to be recognised as a human 
right (see also Hesselberth, 2018; Kloza, 2024): it critically interrogates the indi -
vidualisation of the responsibility for digital disconnection, as it forces already 
disadvantaged persons to take on the burden of ‘disconnective work’ (Fast, 2021) 
and therefore invites to think of ways in which we can collectively resist an 
attention economy (Odell, 2019).

In what follows, we will further elaborate on why digital disconnection is a 
necessity for persons with impaired self- regulation. We start by explaining what 
impaired self- regulation is, and reason how it can be considered a disability 
when surrounded by a technological environment that is designed to capitalise on 
attention.
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8.2 Impaired self- regulation: a biopsychosocial perspective

Self- regulation, as an umbrella concept, is defined and used in different ways in 
different fields of research. Nonetheless, there is scholarly consensus that self- 
regulation refers to an individual’s capacity for systematically ‘setting personal 
goals and steering behaviour toward the achievement of established goals’ (Zeidner 
et al., 2000, p. 751). Impaired self- regulation, then, occurs when individuals face 
difficulty in controlling and regulating their behaviour, which shows among other 
things, in failures of executive functions required to monitor, evaluate and instruct 
oneself (Wagner & Heatherton, 2015).

Impaired self- regulation is in itself not considered a disability per se, but it is 
identified as a core feature (and thus also a diagnostic criterion) of several devel-
opmental and learning disabilities, including attention deficit hyperactivity dis-
order (ADHD) and autism spectrum disorder (American Psychiatric Association, 
2013). The World Health Organization (WHO) implicitly recognises impaired 
self- regulation as a disabling impairment, listing several executive functions 
that provide the capacity for self- regulation in its International Classification of 
Functioning, Disability and Health (ICF), including impulse control, attention and 
the capacity for organisation and planning (WHO, 2002).

Following a biopsychosocial model, however, the ICF makes explicit that 
what makes a disability is more than just the impairment in one’s bodily or 
mental functions (WHO, 2002): disability occurs especially when a society is nei-
ther designed for, nor provides sufficient accommodations to compensate for the 
impairment, thus setting limits to the activities one can perform and disadvantaging 
those who are not ‘able’ without aid or intervention.

If we apply this lens to the case of impaired self- regulation, we can conclude 
that an impairment in executive functions becomes especially disabling when 
surrounded by a context in which this vulnerability is being deliberately exploited. 
We argue that the current digital environment represents such a context (Flayelle 
et al., 2023) that is omnipresent. Yet, it is difficult to opt out from this context, 
given that our contemporary society has developed a culture of ubiquitous connect-
ivity, in which the use of digitised services and anytime, anyplace availability have 
become the norm. As we explain in the following, this catches individuals with 
impaired self- regulation in a double bind.

8.3 The triple trap of the digital society: addictive design, digital first and 
always on society

We observe three major developments in contemporary western(ised) societies that 
present a ‘triple trap’ to individuals with impaired self- regulation, making it dif-
ficult for them to live with digital media, but also without. These developments 
are situated in the digital, the service and the broader cultural environment that 
surrounds people.
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8.3.1  Addictive design: the deliberate commodification of human attention

A first development concerns the digital environment itself: people today are 
surrounded by digital platforms designed for the commodification of their attention. 
This is because the (tech) industry has increasingly turned human attention into a 
quantifiable commodity (Marazzi, 2008): driven by a logic of surveillance cap-
italism (Zuboff, 2019), this industry develops and maintains evermore parts of 
our everyday digital surroundings (devices and platforms) to make a profit from 
the large- scale and real- time commodification of human behaviour through 
processes of dataveillance and datafication (Dijck, 2014; Haggart, 2019; Lai, 2023; 
Sadowski, 2019).

To serve the attention economy, digital platforms are tailored to maximise the 
amount of human attention –  in the form of user engagement –  they can capture. 
After all, as tech companies compete with each other for user engagement, those 
devoting substantial resources to ‘hacking’ human attention gain a competitive 
advantage. In doing so, however, this industry capitalises on design features, often 
labelled as addictive, that exploit the psychological mechanisms of attention in a 
way that challenges users’ self- control, often leading to problematic usage patterns 
(Flayelle et al., 2023).

These addictive design features are embedded in a variety of different types 
of digital platforms. Social media platforms, for instance, use likes and reposts 
to target users’ behaviour through random- ratio schedule reinforcement, and 
online shopping and gaming platforms often offer special deals at limited times 
to attract more attention from their users (Flayelle et al., 2023). Recognising the 
value of data, these design logics also increasingly pervade in the (public) service 
industry, where users are nudged to provide data in exchange for better service; 
think for instance of health insurance companies that nudge clients to share pas-
sively monitored health data (e.g., step count) in exchange for a discount, a point to 
which we will return in the following.

For now, it is clear that in this capitalist context, the goals of companies to gain 
more datapoints and the goals of individuals to limit their digital connectivity are 
inherently opposing. Due to the addictive design implemented by the tech industry, 
however, this quickly becomes an unfair fight, especially for those with impair-
ment in self- regulation. Indeed, research shows that those with underdeveloped 
or impaired self- control capabilities see themselves disproportionately affected 
(Hofmann et al., 2016; Reinecke et al., 2022) and more easily fall into patterns 
of problematic use (Kim et al., 2016; West et al., 2021). Recent empirical work, 
for instance, shows how especially individuals with lower self- control experi-
ence mindless scrolling as a behaviour that impedes them from reaching their 
goals, resulting in feelings of guilt and decreased well- being (de Segovia Vicente 
et al., 2024).

One might argue that individuals suffering from impaired self- regulation can 
easily solve this by simply not using such tech products. As we explain in the 
following, however, this decision is complicated by the increasing expectation of 
connectivity in a digital first and always- on society.
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8.3.2  The digital first society: the marginalisation of offline life

A second ‘trap’ results from society noticeably developing into a digital first society. 
This term refers to how the service industry, including the semi- public and public 
service industry, is increasingly adopting digital- first or digital- only strategies 
and nudging individuals to use digital services (Anrijs et al., 2023; Schou & Pors, 
2019). Indeed, in order to realise daily or basic needs like arranging taxes, housing, 
healthcare and other administration, individuals are increasingly expected to go 
online and connect digitally with service providers. For some of these needs, the 
digital service has become the only service option. In Western countries, including 
Belgium, for instance, tremendous investments are being made in transforming 
(public) services into online or digital (public) services (Heponiemi et. al., 2020; 
Reutter, 2022).

The rationale behind this digital transformation of services is the belief that 
both service providers and receivers benefit from this evolution (Bovens & 
Zouridis, 2002). Compared to how they were organised in the past, digital ser-
vices are considered cost- effective and time- saving and are believed to be easier 
and simpler to use. Moreover, digital services promise to be more transparent and 
responsive towards citizens compared to former analogue services (Mergel et al., 
2019). Furthermore, service providers can also be motivated to go all- in on a digital 
strategy because it allows them to access and collect more data about their clients 
(Jayasree, 2013); data that they can subsequently use for business intelligence 
purposes (Arner et al., 2022; Hormozi & Giles, 2004).1

Recent studies question, however, whether these beliefs and hopes of increased 
efficiency, ease of use, transparency and business intelligence are actually fulfilled. 
Several studies have demonstrated how the digitisation and automation of service 
delivery, might have complicated the service delivery processes (Redden et al., 
2020; Reutter, 2022). For service providers, new challenges arise from the digit -
isation and automation of services that require ample investment to be mitigated. 
For example, they need to invest to mitigate privacy or security issues, but also 
more complex issues related to transparency, bias and quality control (Redden 
et al., 2020; Reutter, 2022; Schiff et al., 2022). For service receivers, the move 
towards digital services is criticised for shifting the work and thus the responsi-
bility from service providers to service receivers (Goedhart et al., 2022; Madsen 
et al., 2022; Schou & Pors, 2019). Examples of this are how bank transactions used 
to be performed by a bank clerk but are now in the hands of the user, or how citi-
zens now need to request, download and print official documents through online 
portals instead of public administrations delivering these documents via physical 
mail or public counters.2

Although public service providers might still provide non- digital alternatives, 
these non- digital or physical service alternatives are often inferior: providing access 
at a slower pace, in a more restrictive manner and/ or at a higher cost. As such, indi-
viduals are de facto nudged to go online to use digital services (Schou & Hjelholt, 
2018). This is further complicated when service providers themselves start embed-
ding addictive and commercial design features (e.g., gamification elements and 
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marketing cookies) into their digital service platforms in order to increase the user 
engagement for their digital products.

Based on the above, we argue that (public) service providers have knowingly 
and unknowingly become complicit in re- organising our society into a digital first 
society. In this digital first society, citizens depend increasingly on digital environ-
ments for basic needs such as finances, administration, mobility, housing, etcetera. 
This is especially challenging for individuals with impaired self- regulation, who 
thus need to constantly access and use digital devices and platforms to make use 
of digitised services. The embedding of design logics following industry standards 
into these services (e.g., the use of cookies), as well as their convergence on the 
same device where people use a variety of other ‘addictively designed’ apps (e.g., 
social media, shopping, gaming), contribute to a context in which individuals with 
impaired self- regulation are set up for failure. The pervasiveness of digital services 
in everyday life, however, implies that it is difficult, if not impossible, to opt out.

8.3.3 The always- on society: the cultural normativity of 24/ 7 connectivity

Finally, our society is not only a digital first society, but also an always- on 
society: social norms surrounding availability and reciprocity have been altered 
as a result of ubiquitous connectivity, resulting in a permanently online, perman-
ently connected lifestyle as the default mode of living (Vorderer et al., 2017). 
Currently, in an increasing number of professions, but also in non- professional 
social roles, individuals face pressures for continuous connectivity (Freytag et al., 
2021; Nguyen, 2021). Effective parenting, competent management and employ -
ment are now perceived, at least in part, as functions that require online presence 
and a constant vigilance for what is happening online (Büchler et al., 2020; Nurmi 
& Hinds, 2020). For example, children (and their parents) are assumed to regularly 
be online to receive notifications from educational applications utilised by their 
schools. Similarly, managers and employees are expected to maintain availability 
for their colleagues through digital channels.

Once again, design logics play a role: normative expectations to be constantly 
online and respond immediately to any incoming communication are enforced 
through a variety of design cues embedded in communication applications (such as 
messaging apps, mailing apps, social media platforms, etc.), ranging from presence 
awareness cues to read receipts (Ling & Lai, 2016). These design features promote 
‘perpetual contact’ (Katz & Aakhus, 2002), thereby creating a sense of obligation 
to respond promptly and remain continuously available, thus demanding a relent-
less connectivity to not miss out and stay on top of one’s responsibilities (Van 
Bruyssel et. al., 2024).

These shifted norms to be available or present for others are in conflict with 
the ideal of digital disconnection, as disconnection inherently renders individuals 
unavailable or absent. Disconnection behaviour can, therefore, be perceived as 
breaking with social norms or expectations and can be perceived as less accept-
able or appropriate, making it less likely, or harder, for individuals to engage in it 
(Fast, 2021; Geber et al., 2024). Those who disconnect need (implicit) approval or 
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acceptance from those they disconnect from to be unavailable or absent for a while. 
This approval or acceptance might however be easier to realise for some than for 
others. While some people have the privilege to decide to spontaneously cut all 
social ties for a while (Beattie, 2020), others do not have, or want this possibility 
as disconnecting from social ties could be contested and would disrupt the lives of 
those they care for and about (Portwood- Stacer, 2013; Fast, 2021; Van Bruyssel 
et al., 2024).

In sum, the social complexity arising between the contradictory norms 
of disconnecting in an always- on society shows that initiating and certainly 
maintaining disconnection is going against the stream. Although practiced by an 
individual, digitally disconnecting involves everyone as part of a connected net-
work. In this logic, if people with impaired self- regulation want to disconnect, 
it quickly becomes counterproductive and ineffective. They can be left with the 
choice to either ease their sensory load, being absent and falling short of the 
increasing amount of social expectations and responsibilities embedded in con-
nectivity; or, suppress regulatory disfunctions and try to keep up and be focused. 
In short, trying to tend to one’s well- being becomes increasingly incompatible with 
societal expectations.

8.4 Breaking free from the triple trap: facilitating effective digital 
disconnection as a reasonable accommodation

Based on our above argumentation, one might think we plead against digitisa-
tion. This is, however, not what we argue for. Rather, we want to question whether 
our digitising society deprives individuals with impaired self- regulation of equal 
opportunities; opportunities to focus, to achieve goals and to overall feel well and 
guilt- free, whether related to their private, social or professional life. Especially 
when evermore aspects of our daily lives are being digitised through platforms that 
prey on attention, we can ask if persons with impaired self- regulation are not dis-
proportionately burdened to deal with this ‘unfair’ reality.

In what follows, we therefore make explicit what we do plead for, namely to 
shift the mindset surrounding digital disconnection, considering it not as a luxury 
but as an often necessary aid and therefore deserving of being recognised as a rea-
sonable accommodation and an act of care work. We argue that by re- imagining 
digital disconnection this way, we can also re- imagine the actions and interventions 
that can assure the realisation of digital disconnection without jeopardising one’s 
personal or professional life. We argue that this re- imagination of digital discon-
nection is required to truly approach digital disconnection as a right and not just a 
plight among those who suffer from impaired self- regulation.

8.4.1 Step one: recognising digital disconnection as a reasonable accommodation

Above we have argued that the addictive design of digital devices and platforms 
sets people with impaired self- regulation up for experiencing self- control failure. 
We believe that, in these circumstances, digital disconnection should first of all 
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be recognised as a necessity and not a luxury or magical solution to impaired 
self- regulation.

There is increasing evidence that supports this view. This evidence shows that 
although people with impaired self- regulation more often turn towards digital dis-
connection, they still report a lack of self- control over their screen time –  i.e., 
in spite of practicing disconnection more, they still suffer. Vanden Abeele and 
Nguyen (2023), for instance, found that the persons who practiced disconnec-
tion more, were those who reported less control over their screen time. Similarly, 
Schmuck (2020) found that persons who used digital detox apps were (still) more 
likely to be problematic smartphone users. These observations can explain why 
empirical evidence on the effectiveness of digital disconnection for improving 
well- being currently remains mixed (Nassen et al., 2023; Radtke et al., 2022; 
Vanden Abeele et al., 2024) and can help understand the heterogeneity in the 
effects of disconnection on well- being (Nguyen & Hargittai, 2024): digital discon-
nection might not simply be a helpful means for all to protect against the burdens 
of relentless connectivity, but rather completely unnecessary for those with good 
self- regulation capacity, while a necessary accommodation to those who struggle 
with impaired self- regulation. This assumption is supported by recent psycho-
logical research, which suggests that people high in trait self- control exert less 
self- control at the state level by simply ‘avoiding the need to exert it in the first 
place’ (Inzlicht & Roberts, 2024).

A parallel could be drawn with people who have a learning disability, for 
instance, dyslexia: dyslectic persons have persistent issues with reading and 
decoding text, even after high- quality intervention (Elliott, 2020). Reading aids 
are accommodations that help them navigate our written world and that some-
what level the playing field for them (Barden, 2014), but they will not magically 
‘absolve’ them from their reading difficulties. Similarly, people with impaired self- 
regulation might resort to the use of digital disconnection as an aid to somewhat 
level the playing field for them in navigating our contemporary digital first and 
always- on society, to somewhat stay afloat when surrounded by an inescapable 
digital environment that is designed to provoke self- regulation failure. Digital dis-
connection can in other words help to (somewhat) re- adjust digital environments so 
that there is a lesser need for regulating media behaviour through directly applying 
will- power and self- control.

Essential here, is the recognition that, if true, digital disconnection does not give 
persons with impaired self- regulation an advantage over others –  on the contrary, 
it rather aims to remove a disadvantage that they face. In a society that values 
equality and non- discrimination, disconnecting therefore deserves to be recognised 
as a reasonable accommodation, meaning that it reasonably compensates for an 
unfair disadvantage.

The former understanding has profound implications for how we approach dis-
connection products, services and strategies. Rather than seeing screen time redu-
cing apps, disconnection gadgets and digital well- being trainings as part of the 
self- improvement industry, we can approach them as support tools and instruments 
that are potentially helpful for making reasonable accommodations to individuals 
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with impaired self- regulation. For instance, in several countries, reading software 
is offered for free to students with dyslexia. Disconnection tools could by default 
be similarly offered to students –  an evolution that we already see taking effect in 
schools that enforce localised digital disconnection, e.g., by asking students to put 
phones in a magnetically sealed pouch during school hours.

This shift in how we understand digital disconnection also broadens our per-
spective on already existing accommodations. For instance, in recent years there 
has been ample debate over the overdiagnosis of disorders characterised by 
impaired self- regulation, including ADHD. In this literature, scholars explain the 
currently observed overdiagnosis by pointing towards the ‘cult of performance’ 
(Gascon et al., 2022, p. 2374), leading individuals to rather seek diagnosis and 
treatment than to accept their human limitations; while this is likely a reason for the 
rise in diagnoses, we may however also explore alternative reasons. For instance, 
we could ask if the digitisation of society has not led to an amplification of the 
disadvantages that come with impaired executive functioning, thus largening the 
group who experiences a clinically diagnosable functional impairment. As Sophie 
McBain wrote in the Magazine The New Statesmen (McBain, n.d.):

It is not pure coincidence that ADHD diagnoses have risen alongside the 
internet’s attention economy. Nor is it a coincidence that they have increased 
during this era of cut- throat capitalism, in which ever more people are consigned 
to desk- bound jobs that place huge demands on their time. We are also still 
contending with the aftermath of the pandemic: is it any surprise that so many 
of us feel rudderless and unable to concentrate?

If we can indeed link the increase in ADHD diagnoses to the rise of the attention 
economy, then a provocative question is whether treatments for ADHD, among 
others through the use of medication, are not just a far reaching way to help people 
digitally disconnect so they can focus and concentrate.

8.4.2 Step two: recognising digital disconnection as an act of care work

Simply recognising digital disconnection as a reasonable accommodation is not 
enough, however. Current disconnection strategies are responsibilising the indi-
vidual, while collective action is needed, as connection and disconnection in their 
essence are collective practices (Van Bruyssel et al., 2024). We should, therefore, 
be vigilant to how we allow and organise dis/ connection in our private and profes-
sional lives, as well as which responsibilities we assign to whom in that process.

An ethics of care approach here is useful (Tronto, 2013). First, it allows to 
understand disconnection as a form of care work that is essential work –  existing 
equally and not subordinately, with being connected. Second, an ethics of care, 
rather than starting on an individual level, departs from the collective: it seeks to 
understand how people and things are dependent on one another to function sus-
tainably. It questions who –  in this web of interdependent relationships –  is more 
burdened with the work of care.
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From this perspective, then, we can understand how individually practiced digital 
disconnection to protect oneself against the disabling nature of this environment is 
a potentially ill- fitted (and maybe even perverse) solution to this problem. After all, 
at its core, an ethics of care and subsequently a politics of care, implies pinpointing 
where caring responsibilities need to be more equally distributed and revealing 
where a lack of caregiving is damaging the necessary resources to adequately par-
ticipate in society. To that end, we must look at the distribution of responsibilities, 
both between individuals versus institutions (e.g., schools, caregivers) and between 
social groups (e.g., the ‘post- digital housewife’) who are (or are not) burdened to 
care for dis/ connection.

A politics of care perspective subsequently also holds political life, including 
governmental institutions, responsible to provide caring systems. In the case of 
the struggles of impaired self- regulation in a digital first and always- on society, 
this means providing adequate time and space for disconnection without 
jeopardising societal participation. To that end, being online cannot be the default 
for interactions with people and institutions, as it translates disconnecting –  as ‘not 
doing’ something –  to systematically falling short of basic needs and expectations. 
Disconnection –  just like connection –  is a collective behaviour and responsi-
bility. As such disconnection as a right must go hand in hand with ensuring the 
stakes of disconnecting are not disproportionately high, by making sure there are 
valued, equal alternatives to catch the ties that are being (temporarily) disconnected 
from. For example, digital communication between schools, pupils and parents via 
dedicated online school platforms has facilitated many time- consuming tasks, but 
it has also brought along new and demanding online availability patterns that come 
with ‘real’ life expectations. For pupils, teachers or parents with impaired self- 
regulation offline communication alternatives could make a meaningful difference, 
both to provide and accept time to disconnect.

8.4.3 Step three: re- designing digital dis/ connection environments

Up until here, we consider digital disconnection no longer as a luxury but as an 
intervention that is reasonable, albeit requires care work and caring circumstances 
to be a sustainable, attainable and inclusive practice. However, it seems logical 
to explore if the playing field could also be levelled more collectively and pre-
ventively through a universal re- design of the environment, referring both to the 
re- design of the digital environment as well as to the re- design of our society’s 
institutions and our culture’s normative expectations. We argue that this latter 
approach of re- designing the technological, institutional and social environment 
is currently not being sufficiently explored –  on the contrary. In this final section 
we therefore explore options for the re- design of digital (dis)connection environ-
ment through regulation and education. Regulation and education can be seen as 
preventive interventions, attempting to prevent inequalities rather than to remedy 
inequalities afterwards.

Regulation for industry and society could, for instance, be realised by means of 
standards for non- addictive design that must be met (cf. Web Content Accessibility 
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Guidelines (WCAG) and data protection guidelines (General Data Protection 
Regulation)) and/ or by imposing taxes or fines on those who do not meet or ignore 
standards. In addition, regulation or legislation could also be made for public ser-
vices and essential sectors (e.g., governments, schools, banks, health insurance 
companies), in that these must always offer equivalent non- online alternatives. In 
doing so, individuals must be able to choose an alternative that delivers a similar 
service at a similar time or cost investment (e.g., a school that chooses to work with 
digital handbooks must ensure that this handbook is also available as a pdf and not 
just online/ if connected to the Internet). Only when there are worthy alternatives, 
there is some guarantee that for these interactions individuals can choose not to 
connect.

To date, however, little regulation or legislation exists that obliges service 
providers to provide non- digital services with similar quality and efficiency. Non- 
digital services often become an after- thought, with (public) service providers 
adopting neoliberal tactics that prioritise cost reduction through digitising service 
delivery processes above equal non- digital services and as such inclusive access 
to services. This market- driven focus on cost- cutting instead of inclusivity could 
make legislation more difficult.

With respect to the always- on society, several European countries now have 
labour law legislation that specifies ‘the right to disconnect’. In this legisla-
tion, however, the problem is often very narrowly interpreted as the ‘right to be 
unavailable after working hours’ (see de Leyn et al., 2024), thereby overlooking 
the struggle of employees to set boundaries around their connectivity during 
work hours to accommodate ‘deep’ and ‘slow’ work (Fast, 2021), for instance 
because they fear booking ‘focus time’ in their calendar will be disrespected or 
frowned upon.

In addition to regulation and legislation, disconnection could also be supported 
through education. We imagine this to include basic education that from a young 
age offers individuals knowledge and awareness of the use of addictive design and 
motives for digitising public and essential services in order to cultivate the neces-
sary critical and caring thinking on digitising societies. Including this into higher 
education curricula for future digital product designers, policymakers and public 
servants can also be a solution on a structural level. By giving young citizens an 
understanding of the potential inequities that addictive design and/ or digital- first 
services can create, they can make informed decisions, but most importantly inter-
pret the struggles of dis/ connecting in a critical societal framework rather than 
taking the blame. This could be realised through the integration of courses on 
media psychology, sociology and economy within IT, policy and economic science 
programmes in higher education.

8.5 Conclusion

To conclude, we argue that individuals with impaired self- regulation are 
disadvantaged in our contemporary Digital Society: they are confronted with a 
reality in which they are surrounded by addictively designed digital devices and 
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platforms that prey on their vulnerability to lose self- control. Yet, these devices 
and platforms are often also useful and even necessary to access a wide variety of 
digitised (public) services. Ubiquitous connectivity has become necessary to meet 
expectations surrounding 24/ 7 availability and reciprocity that have become locked 
into our professional and personal social networks.

Given this conundrum, it should not be a surprise that digital disconnection is 
more common among individuals with impaired self- regulation, who likely seek 
to set limits to their digital connectivity to re- shape their digital environment so 
that it becomes less exploitative of their vulnerability. However, digital discon-
nection is too often approached as an individual responsibility and/ or a luxury, 
rather than as a necessity for people with impaired self- regulation. What is then 
often forgotten, is that digital disconnection is not a magical solution but an act of 
care that requires work. Indeed, to participate equally in a digital first and always- 
on society, individuals with impaired self- regulation (and their caregivers) must 
invest ample effort into re- adjusting the environment so that it optimally protects 
against self- regulation failure. This work, however, all- too- often remains invisible, 
undervalued and ultimately remains an uphill battle.

For these reasons, we plead to give digital disconnection the status of a reason-
able accommodation. This recognition, then, comes with an invitation to explore 
how society could shift the burden of responsibility for implementing this accom-
modation, as well as to consider how preventive measures could reduce the need 
for digital disconnection to begin with.
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Notes

 1 Already two decades ago it was found that banks use data mining to analyse patterns 
that can predict how customers would react on interest rates, product offers and default 
payments (Hormozi & Giles, 2004). By analysing data, banks could increase their effi-
ciency and improve customer targeting (Königstorfer & Thalmann, 2020). It should be 
noted that, for some services, such as banking, regulation has come into effect. The revised 
Payment Services Directive (PDS2), for example, forces banks to share their payment 
data to third party FinTech parties when requested by consumers, lessening their grip and 
ownership on this personal data.

 2 Note how, in contrast with their expectations and hopes, this shift in responsibilities also 
have created more work for service providers, due to the many questions and complaints 
from individuals that they have to deal with. Some argue this has negated the proposed 
efficiency gains (see for example Løberg, 2021).
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9  Right not to use the Internet
Lessons to be learned from the right not to be 
subject to automated decisions

Leonor Moral Soriano

9.1 Introduction

It is widely acknowledged that new rights emerge when the existing legal frame-
work fails to adequately protect the political and moral values of a society. Several 
factors can contribute to this inadequacy (Serna 2024: 19). Among these is the 
belief that current rights are insufficient to address new challenges (such as the 
digital ones); additionally, technological and scientific advancements, such as 
the use of “black boxes” in decision- making processes, further require the estab-
lishment of new rights. However, sometimes the best answer to deal with these 
defies are not new rights but a reinforced interpretation of existing rights (Serna 
2024: 21).1 In this sense, the right not to use Internet can be conceptualized as an 
specific interpretation of the fundamental right of privacy (data protection); like-
wise, the right to be free from automated decisions may be considered a concretiza-
tion of the right to judicial protection (and, ultimately, the Rule of Law).

In particular, automated decision- making (ADM) systems are artificial intelli-
gence technologies designed to assist or even replace human judgments. Applied 
in the legal domain, this technology is used by legal operators. The idea of a robot 
judge or machine judge is unsettling, though it has ceased to be a science fiction 
image, and national legislations, such as in Spain, already regulate AI- assisted judi-
cial decisions.2 On the other hand, the use of ADM systems by the public author-
ities and governmental bodies is a well- established and widespread practice in all 
public services areas: health, education, contracting, transportation, etc. What is 
challenging is the use of ADM systems by public bodies to take decisions that have 
legal effects on citizens, so that it will be an algorithm that, via assistance or substi-
tution, determines the sphere of rights and interests of those affected by the activity 
of governmental bodies.

ADM systems present formidable challenges for the legal framework: trans-
parency, accessibility, accountability, fairness, biases, and the delegation of legal 
powers to machines, among others. To confront these challenges and safeguard the 
rationality of legal systems, some scholars advocate for establishing a human right 
to not be subject to automated decisions. I will explore the necessity of this new 
right from both a functional perspective (do we require a new right?) and a norma-
tive standpoint (why is the creation of a new right imperative?). These functional 
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and normative questions mirror those posed by other emerging rights, such as the 
right not to use the Internet, which is the main theme of this book. In addressing 
these inquiries, I will focus on the utilization of ADM by legal practitioners, par-
ticularly by public bodies whose decisions, whether partially or fully automated, 
directly impact individual rights. Do we truly need a new right not to be subjected 
to automated legal decisions? Are the “classic” rights providing us with sufficient 
protection?

9.2 Functional and normative concept of automated decision- making

In decision- making process, public administrations may employ ADM systems 
based on various technologies such as rules, regressions, predictive analytics, 
machine learning, deep learning, or neural networks; one or more of these tech-
nologies are selected or combined depending on the phase of the administrative 
procedure.3 In this sense, their use is more prevalent in the initial stages of admin-
istrative actions, particularly in planning and in the early stages of file instruction 
(Hofman 2021: 4).

Ulrik Roehl (2022) has identified up to six types of ADM system usage in admin-
istrative actions depending on the level of autonomy attributed to AI, i.e., the extent 
to which the legal operator utilizes the technology.4 This functional classification 
(non- normative) actually identifies different levels of interaction between humans 
and the ADM system used, that is, between the legal operator and the algorithm:

Type A: Minimal automation. The legal operator decides on all aspects of the admin-
istrative file and receives assistance from technologies like a word processor. 
They will use checklists, instructions, and other decision- making standards that 
are not embedded in algorithms.

Type B: Data retrieval and processing. The decision is shared between the legal 
operator and the technology. The technology collects, records, and presents rele-
vant data to resolve the case. For example, awarding study grants requires a 
technology that examines applications and extracts relevant data from the public 
bodies’ databases.

Type C: Procedural steps to follow. Similarly, a decision is shared between the 
operator and the technology. In this case, the technology not only retrieves 
and selects relevant data but also suggests the next steps in the procedure. 
For instance, the technology used in the United States to decide on aid 
for disabled children belongs to this category since the system evaluates 
applications: for simpler cases, an automatic recommended decision is made, 
whereas for more complex cases, the technology suggests direct evaluation 
by the legal operator.

Type D: Assisted decisions. The decision is shared between the legal operator and 
the technology. The technology collects, records, and presents some or all rele-
vant data from a file and also suggests a limited number of solutions or even 
a specific decision. The previous example also applies here as the machine 
proposes or recommends possible decisions that the legal operator can adopt.
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Type E: Automated decisions. The technology, not the legal operator, is the pri-
mary author of the decision. All aspects are entrusted to the technology, 
which operates automatically based on statistics and correlations, without the 
assistance of a public employee in the decision- making process. Following 
the grant example, after data retrieval and analysis, the algorithm decides the 
amount of the grant without the legal operator’s intervention. Another example 
is the technology that identifies and notifies citizens of debt acquired from 
improper social benefits; if the citizen does not contest the notification within 
a certain period, the technology initiates debt recovery proceedings. Some 
aspects of these automated decisions may even be considered characteristic of 
the following type of technology.

Type F: Autonomous decisions. Again, the primary decision- maker here is tech-
nology. All aspects of the administrative decision are entrusted to technology 
based on dynamic unsupervised machine learning systems, where the legal 
operator does not intervene in the decision- making process.

All these ADM- assisted or fully automated decisions are adopted by a legal 
operator (Roehl 2022: 49), even in the realm of Types E and F decisions. Therefore, 
from a functional perspective, the necessary human intervention does not detract 
from the automation of the decision reached.

This functional definition of ADM appears, at first glance, to contradict the nor-
mative definition found in European legislation. Article 22 of the General Data 
Protection Regulation (GDPR) states that:

The data subject shall have the right not to be subject to a decision based solely 
on automated processing, including profiling, which produces legal effects 
concerning him or her or similarly significantly affects him or her.

It appears that the inclusion of the term “solely” plays a pivotal role in deter-
mining when a decision is automated: if a decision is fully automated, we may 
assert a presumed right not to be subject to such judgment; conversely, if the 
decision relies partly on ADM systems, the level of legal protection changes, and 
we forfeit the right not to be subject to an automated decision. This concept of 
ADM under Article 22 GDPR, which centres on the element of “solely” (i.e., fully 
automated decisions), would enable the evasion of legal constraints on all partially 
automated decisions, thereby rendering the right not to be subject to automated 
decisions inapplicable.

The scope of Article 22 GDPR, and thus the concept of ADM, was addressed 
in a ruling by the Court of Justice of the European Union in case C- 634/ 21 dated 
December 7, 2023. In this case, SCHUFA, an algorithm- based scoring company, 
assesses individuals based on their past behaviour to predict future conduct. The 
plaintiff, who applied for a loan, was denied credit by the lending institution due to 
SCHUFA’s prediction. Upon exercising their right to access data protection against 
SCHUFA, the plaintiff received only generic information; moreover, SCHUFA 
refused access to their data and the weighting of that data used in the probability 
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calculation. While SCHUFA did not directly deny credit, the decision of the lending 
institution was influenced by the information provided by SCHUFA.

According to the Court, the generation of a probability value by an entity 
like SCHUFA “constitutes an individual automated decision” because Article 
22 GDPR refers not only to decisions that have legal effects on the data subject 
concerned but also to resolutions that significantly affect them (para. 44 C- 634/ 21). 
In essence, the decision of the lending institution qualifies as an automated deci-
sion because it relied on a third- party ADM system that substantially influenced 
the final decision.

As Cotino indicates, the guarantees of Article 22 GDPR are thus linked to facts or 
acts that have an influence in the decision made (Cotino 2024). In other words, the 
individual decision is automated if it “draws strongly” on probabilistic calculations 
(para. 48 C- 634/ 21) or is based on another ADM system. It is irrelevant whether the 
algorithm’s result was provided by a third party and not the decision- making entity. 
The Court argues that there would be a risk of circumventing Article 22 GDPR if 
an interpretation were chosen according to which the generation of the probability 
value should be considered a mere preparatory act, and only the act adopted by the 
third party could, if applicable, be classified as a decision within the meaning of 
Article 22.1 of the GDPR.

The impact of this doctrine is extraordinary for determining the treatment of 
automated decisions in general and automated legal decisions in particular. The 
Court upheld a more protective rather than formalistic stance, since the veil of 
“entirely” automated decisions (Cotino 2024) is lifted, and automated decisions 
is a notion that includes also partially automated or semi- automated decisions 
based on ADM systems with greater or lesser human intervention. The scope of 
Article 22 GDPR extends to decisions that are determinatively based on ADM 
systems, and, therefore, human intervention should not automatically exclude 
the application of the guarantees for automated decisions conferred by Article 
22 GDPR.5

The functional concept proposed by Roehl aligns with the legal interpretation 
of ADM by the Court. With the Court’s ruling, the scope of the guarantees under 
Article 22 GDPR broadens, allowing the invocation of the right not to be subject to 
automated legal decisions when a decision (partially automated) is determinatively 
based on an ADM system. What constitutes this right? Is it a fundamental right?

9.3 The alleged right not to be subject to automated legal decisions

The purported right not to be subject to automated decisions should entail the 
prohibition of using ADM systems and the invalidity of automated decisions. 
However, the GDPR does not envisage that in this manner. In fact, Article 22 of 
the GDPR outlines significant exceptions to this alleged right. Automated decisions 
are permitted if:

a) is necessary for entering into, or performance of, a contract between the data 
subject and a data controller;
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b) is authorized by Union or Member State law to which the controller is sub-
ject and which also lays down suitable measures to safeguard the data subject’s 
rights and freedoms and legitimate interests; or

c) is based on the data subject’s explicit consent.

Given the broad scope of these exceptions, the anticipated prohibition of ADM 
usage gives rise to a series of obligations for the data controller and a set of guar-
antees for the individual. On one hand, the GDPR mandates measures to safeguard 
the data subject’s rights, freedoms, and legitimate interests.6 On the other hand, the 
data subject is endowed with guarantees such as providing specific information to 
the interested party and with rights such as to obtain human intervention, express 
their viewpoint, receive an explanation of the decision taken after such evaluation, 
and challenge the decision (para. 66 C- 634/ 21 and recital 71 of the GDPR).

The wording of Article 22 of the GDPR is peculiar if it is intended as a pro-
vision declaring a new human right. Let us imagine that the European legislator 
declares the right to education and then specifies that exceptions to it are allowed if 
expressly authorized by the Member States. Immediately, we would conclude that 
we are not facing the declaration of a human right because we know that rights are 
universal and, if they serve any purpose, it is to limit the power of public author-
ities (general exceptions are not admissible). Similarly, given the wide scope of 
exceptions in Article 22 of the GDPR, it does not declare a right not to be subject to 
automated decisions; rather, it assembles a set of guarantees that must be provided 
to protect citizens against decisions using ADM systems.7

There is no new right, although it recognizes a set of actions and guarantees. 
The question, then, is whether these guarantees should be grounded in a right not 
to be subject to automated legal decisions, and thus, whether such a right is neces-
sary. Should a right not to be subject to automated decisions be established? Some 
authors (Dror- Shpoliansky and Shany 2021; Huq 2020) argue that new rights need 
to be created to shield us from the novel threats and challenges posed by the digital 
realm. Alongside offline rights, a second generation of online rights emerges with 
the aspiration to equalize the analog and the digital, at least in terms of the protec-
tion afforded in both realms.

Paradoxically, multiplying the number of fundamental rights diminishes their 
force, and if we do not wish to create a landscape inundated with hollow rights, 
we must recall García Figueroa’s dictum (2022) iura non sunt multiplicanda sine 
necessitate that is inspired in Ockham’s razor. It is worth remembering that a fun-
damental right is not merely any declaration prefaced by the words “right to …”; 
rights are realms of freedom that exist even prior to the legal system and, for this 
reason, they constrain the legal framework (legal norms cannot contravene funda-
mental rights) and notably restrict the exercise of public powers. As Laporta states 
(1987: 27), rights precede actions, claims, demands, norms, normative freedoms, 
and status immunities.

Therefore, from the reading of Article 22 of the GDPR, it is erroneous to con-
clude that we are confronting a new fundamental right because there is a set of 
guarantees against automated decisions (obtaining human intervention, expressing 
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their viewpoint, receiving an explanation of the decision taken after such evalu-
ation, and challenging the decision). Instead, the argument would be that we have a 
set of actions and guarantees because we possess a right. However, I do not believe 
that this is a new right, nor is it necessary to be so. The rationale for the defence 
measures we are examining against automated legal decisions derives from the 
Rule of Law itself and the principle of due process.

9.4 Administrative law as the normative system for ADM- based decisions

Jennifer Raso (2021), in her contribution to the collective book “Artificial 
Intelligence and the Law in Canada”, has proposed using Administrative Law as 
the normative framework (a system of rules and principles) for legal decisions 
made by public administration based on ADM. While she specifically discusses 
Canadian Administrative Law, it’s important not to overstate the differences 
between Anglo- American and Roman- Germanic legal systems (Moral Soriano 
2008). On both sides of the Atlantic, we share principles that shape our Public Law, 
notably, for our purposes, the principle of due process.

Indeed, administrative procedure is a structured series of actions aimed at 
ensuring that decisions are lawful, appropriate, and the most fitting. Moreover, 
administrative procedure primarily serves as a safeguard for stakeholders to 
defend their rights and legitimate interests. In this regard, it will be argued that 
the actions and guarantees considered in the GDPR related to the purported right 
not to be subject to automated decisions closely align with the actions and guar-
antees granted by the Rule of Law to all citizens, specifically, the rights outlined 
in Articles 41.2 and 47 of the EU Charter of Fundamental Rights (EU Charter), 
regarding the right to good administration, form the basis of the guarantees 
outlined in the GDPR.

9.4.1 Allegations. Hearing of the interested party

The first guarantee mentioned in Article 22 of the GDPR is the right to seek human 
intervention from the public agent and to express the viewpoint of the data subject. 
It represents a reserve of humanity (Ponce Solé 2022, 2019) that extends to ADM 
processes and the right to be heard at any stage of the administrative procedure, 
particularly before a decision is reached (Article 41.2.a) of the EU Charter).

When public administration makes a decision affecting our rights and interests, 
we have the right to participate in this decision- making process by making 
allegations at any stage of the proceeding, including during its instructional phase 
and prior to the decision’s adoption. These forms of intervention presuppose 
human involvement since the allegations will be evaluated by the public agent, and 
if rejected, the reasons for rejection must be provided.

The human- in- the- loop model envisioned here is predominantly employed by 
ADM systems: human- in- the- loop- for- exceptions (HITLFE). It entails humans 
(legal operators) handling exceptions (allegations) to assess their relevance (Llano 
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2024: 141). This model assumes the fallibility of predictive models and also 
presupposes that the interested party is aware that the public body is resorting to 
ADM systems in the decision- making process. Thus, to exercise our right to be 
heard in administrative proceedings, we must be informed of the use and extent of 
ADM systems by public administration.

9.4.2  Notification and access to the file

This right to be informed (as a passive right) is closely linked to another insep-
arable guarantee of the administrative procedure: notifying the interested party 
that an administrative procedure has been initiated involving ADM systems. 
Additionally, it includes the right to access the administrative file as provided for 
in Article 41.2.b) of the EU Charter (based on the principles of contradiction and 
transparency). In cases of administrative decisions based on ADM systems, noti-
fication should include information on the interaction between the ADM system 
and the legal operator, the specific ADM system used, whether it proposes a spe-
cific decision, and its operation. Without this information, stakeholders will find it 
challenging to make relevant allegations or participate meaningfully in the hearing 
procedure.

Steps in this direction have been taken in French Administrative Law where the 
administration is obligated to notify when an administrative act has been adopted 
using an ADM system. Article L311- 3- 1 of the Code of Relations between the 
Public and the Administration (amended by the Digital Republic Act of 2016, 
known as the Lemaire Act) states that “une décision individuelle prise sur le 
fondement d’un traitement algorithmique comporte une mention explicite en 
informant l’intéressé”.8 However, accessing information about the use of ADM 
systems from the outset of the procedure is crucial for citizens involved in the 
decision- making process to defend their interests and rights. One must keep in 
mind that the purpose of notification is to gain a comprehensive understanding of 
the evidence used by the legal operator, so concealing relevant aspects impedes a 
robust challenge of automated administrative decisions.

Using an example provided by Raso (2021: 184), let’s consider an individual 
imprisoned for a sexual assault offense. To determine their placement in low, 
medium, or high- security facilities, prison officials assess risks using technology 
that predicts inmate behaviour based on their history. The public body utilizes data 
provided by the individual and from other databases that feed the algorithm; the 
outcome of the ADM may be the indication that the inmate’s future behaviour 
poses a medium risk to other prisoners. If the individual knew that the algorithm 
gave more weight to data correlations extracted from previous records than to their 
own responses, they could understand the decision criteria that have been followed. 
However, if they are unaware that aspects such as ethnic group weighting, postal 
code, criminal history, or the use of other databases overweight their own responses, 
they will have limited opportunities to challenge or make meaningful allegations 
(Raso 2021: 190).
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9.4.3  Justification of the administrative decision

This brings us to the final guarantee of any legal decision, including automated 
administrative decisions: every legal decision must be justified. The obligation to 
provide legal justification for a decision lies at the core of our Rule of Law: only 
by understanding the reasons behind the decision can we exercise the right to 
challenge it through administrative review and judicial proceedings. The obliga-
tion to justify judicial decisions and the right to effective judicial protection are 
enshrined in Articles 41.2.c and 47 of the EU Charter, respectively. Automated 
legal acts adopted by public administration cannot evade this requirement for jus-
tification, nor can they evade scrutiny through administrative review or judicial 
recourse. The opposite scenario would be characteristic of an arbitrary state, where 
decisions made by its authorities evade legal scrutiny.9

Requiring administrative acts to be motivated is inherent to all legal activ-
ities, just as we demand that judicial decisions must be justified.10 Public officials, 
like judges, are operators of a normative system, namely, the Law, and must base 
their decisions within this normative framework, providing not only relevant 
facts but also appropriate reasons (laws, regulations, precedents, legal principles, 
values, etc.).

Considering that the public official making an administrative decision is a legal 
operator and argues in legal terms, it is essential to distinguish between the prin-
ciple of explainability (also covered in the GDPR) and the requirement of legal 
justification. In this regard, the technology of the ADM system must be explained 
to understand how more weight or relevance is attributed to the profile developed 
from previous cases; however, why ADM systems are used in a specific adminis-
trative act is a matter that should be justified, i.e., legally argued.

9.5 Explaining is not justifying

Explanation and justification cannot be confused because they belong to categor-
ical domains with very different adjustment directions.11 The notion of adjustment 
directions was developed by John Searle (1983: 7), who distinguishes between 
(i) adjusting our mind to the world and (ii) adjusting the world to our mind.12 The 
adjustment direction of the mind (or language) to the world is present in techno- 
science and especially in computing: it describes reality. It tells us what is normal; 
it explains how the algorithm works or what correlations exist between the analysed 
data. On the other hand, the adjustment direction of the world to the mind (or lan-
guage) pertains to normative systems such as law: it tells us what should be. It tells 
us how the world should be, not how it is; it informs us of the normative, and we 
must not confuse normality with normativity,13 or Sein with Sollen (Kelsen 1991 
[1960]).

These two adjustment perspectives are conceptually separate (García Figueroa 
2017: 113). However, this separation does not imply that there is no place for arti-
ficial intelligence in the legal sphere. Rather, it suggests that the role of artificial 
intelligence in law in general, and ADM systems in legal decisions in particular, 
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must be analysed considering that they are descriptive tools within a prescriptive 
context. These tools are essentially products of another world (the empirical) that 
also serve the normative (Moral Soriano 2023).

In this sense, behavioural patterns and predictions generated by technolo-
gies such as machine learning provide us with descriptive premises. This sets an 
important limit on the role they can play in legal argumentation, as we can explain 
if we consider Hume’s Law:14 it is impossible to derive normative claims solely 
from descriptive ones; therefore, deriving a legal decision (a judgment of duty) 
from a purely descriptive premise (the outcome of an algorithm) is unfeasible. 
Indeed, ADM systems are conceptually incapable of justifying or founding legal 
decisions (such as administrative acts or judicial decisions) on their own.15

The danger of this confusion between explanation and justification is evidenced 
by the use of ADM systems based on machine learning, and especially deep 
learning. In these cases, the machine makes connections between the vast amount 
of data it is fed and processes them in hidden intermediate layers until reaching the 
output layer: the decision, understood as an empirical statement (not prescriptive). 
Caution must be exercised regarding the application of this technology in the legal 
domain, particularly in the justification of legal decisions, because it lacks trans-
parency: we do not know how it works, so we are unaware of what leads an ADM 
system to reach a specific outcome. Taken to the extreme, Eduardo Gamero (2021) 
argues that the obligation to justify administrative decisions (automated or not) 
prohibits the use of black box predictive algorithms in decision- making processes 
since it is impossible to know why the system makes the proposed decision.16

To address the transparency issue of black boxes used by the public adminis-
tration in its legal activity, proposed solutions range from full access to the base 
code, partial access, to the most novel, and still in development, Explainable AI 
(XAI). Michèle Finck (2019: 14) argues that full access to the data and the artifi-
cial intelligence model used must overcome two significant hurdles: first, only a 
minority of citizens could understand the data and algorithm commands; second, 
intellectual property and data protection could be another obstacle to revealing 
the ADM system used. Therefore, explainability is the chosen route for techno-
logical developments to address the transparency issue. In projects like DARPA 
XAI,17 machines understand the context and environment in which they operate 
and, over time, build explanatory models that allow them to characterize real- world 
phenomena. These may be based on technical factors, counterfactual explanations 
(Wachter et al., 2018), or compliance systems (Hildebrandt 2011). For example, 
in medicine, LIME, Salency Maps, or Grad- CAM are some of the XAI systems in 
cancer detection that explain the diagnosis reached by highlighting the image of 
those areas that have been decisive for the machine to make the decision.

Explainability brings us back to the empirical world: we explain how the law of 
gravity works in the same way that we explain how an AI system works and how a 
specific outcome has been reached. However, once again, we must not confuse the 
world of how an invention works (empirical, composed of descriptive premises) 
with the world of why we reach a decision (normative, composed of prescriptive 
premises). In other words, for explanation, we need descriptive premises, while 
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for justification /  foundation /  argumentation, we need, in addition, prescriptive 
premises. Clarifying this distinction prevents the reduction of legal discourse to 
empirical discourse (Alexy 1989: 225).

9.6 Predictive justice and the rule of law

Article 22 GDPR refers to safeguards that are deeply connected to fundamental 
rights entrenched in the Rule of Law, as articulated in Articles 41.2 and 47 of the 
EU Charter of Fundamental Rights. These rights include the right to be heard at any 
stage of the administrative process, access to administrative files, the obligation to 
justify legal decisions, and the right to effective judicial protection. Their applica-
tion in European administrative procedures typically involves procedures such as 
allegations, hearings, notifications, access to files, justifications of administrative 
acts, and challenges in administrative or jurisdictional proceedings.

It has been emphasized that in order to exercise our right to effective judicial pro-
tection and to challenge automated legal decisions, we need something more than 
an explanation of the decision referred to in Recital 71 of the GDPR.18 The reason 
is that we cannot legally challenge explanations that belong to the empirical world, 
in the same way that we cannot challenge the statement that gravity attracts every 
mass. The technology behind the ADM system used must be explained to under-
stand how more weight or relevance is attributed to the profile developed from 
previous cases, or the relevance attributed to certain aspects of the specific case, or 
the weight of a fundamental right in conflict with other rights invoked in the case. 
All of this can be explained, and it is the purpose of XAI or another technology. 
However, it must be justified why ADM systems are used in a specific administra-
tive decision, why certain elements of the case are given relevance while others are 
excluded, or why the weight of fundamental rights varies according to the elements 
of the case. From the obligation to justify a legal decision follows the obligation to 
notify and allow access to the administrative file in order to know all the judgment 
elements that the legal operator will use; only then can we make allegations both 
during the decision- making process and before reaching a decision (otherwise, we 
would be blindly stumbling and hoping to hit upon some grounds for challenge). 
These obligations will be refined with compliance systems and impact assessment 
on fundamental rights envisaged by the European Artificial Intelligence Act.

Meanwhile, let us not surrender to the language of technoscience. Machines 
can give us predictions of criminal recidivism, tax fraud commission, vulnerability 
status to qualify for social benefits, etc. There are even intelligent systems that pre-
dict the outcome of judicial procedures. All of this is characteristic of a model of 
legal realism “that does not strictly respond to an ex iuris scientia interpretation, 
but to a practical and forensic view of positive law” (Llano 2024). This vision is 
highly attractive in the case of public administration: who would not want to have 
an administration whose legal operators resolve matters quickly, economically, and 
(predictably) accurately thanks to ADM systems? However, in this transition to 
prediction (or predictive justice as Llano 2024, calls it), we cannot relinquish rights 
that are inherent to the Rule of Law. In short, I believe that in the case of automated 
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decisions, as in the case of Internet, it is not advisable to erect new rights but to rely 
on those we already enjoy.

9.7 Conclusions

Two lessons can be learned from the right not to be subject to automated decisions 
that we can apply to the right not to use Internet. Firstly, automated legal decisions, 
including partially automated ones, present significant ethical and legal challenges 
related to human agency, privacy, transparency, non- discrimination, and account-
ability. One approach to tackling these challenges is to acknowledge new rights, 
often termed third or fourth- generation rights, such as the right not to use Internet, 
the right to navigate the digital landscape and to achieve a level of protection com-
parable to that in the analogue world. However, this strategy has drawbacks: multi-
plying new rights may dilute their effectiveness, potentially leading to a system of 
hollow rights.

And secondly, upon analysing Article 22 of the GDPR, it becomes evident that 
rather than introducing a new right, the focus should be on specific guarantees 
and actions that individuals can take against automated decisions or against the 
intrusion of Internet in our private sphere. These include seeking human interven-
tion, expressing their viewpoints, receiving explanations for decisions, challenging 
them, and guarantees to protect our privacy and dignity.
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Notes

 1 The creation and evolution of rights have been the subject of extensive scholarly inquiry. 
Rights are generally categorized into several generations. The first generation consists 
of civil and political rights; the second generation encompasses economic, social, and 
cultural rights; the third generation includes rights related to social progress and well- 
being; and the fourth generation pertains to rights associated with new technological 
advancements.

 2 Article 57 of Spanish Royal Decree- Law 6/ 2023, of December 19, approving urgent 
measures for the implementation of the Recovery, Transformation, and Regulating the 
Use of Information Technologies in the Administration of Justice Plan, regulates AI- 
assisted judicial decisions. These involve the generation of total or partial drafts of a 
document generated by algorithms, which may serve as the basis or support for a judicial 
resolution or a decision regarding the judicial procedure.

 3 In an administrative procedure, legal practitioners may employ a combination of ADM 
systems. If gradually more phases of the procedure become subject to ADM, we will 
encounter what is known as cyberdelegation— essentially a form of delegating the exer-
cise of administrative authority to an automated system. Cyberdelegation has been 
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studied by Coglianese and Lehr (2017) and Cuéllar (2016), among others. Cuéllar warns 
that reliance on computer programs, especially those that adapt autonomously (black 
boxes), may further complicate public deliberation on administrative decisions, as few 
observers, if any, will fully grasp how a specific decision was reached.

 4 See Roehl (2022) for a comprehensive overview of the classifications and typologies of 
automation developed by scholarly doctrine.

 5 The case law of the Court will require interpreting Article 41 of the Spanish Law 40/ 2015 
on the Legal Regime of the Public Sector (LRJSP) to unveil the nature of automated 
decisions. This provision defines “administrative automated action” as “any act or 
action carried out entirely through electronic means by a Public Administration within 
an administrative procedure and without direct involvement of a public employee”. 
According to European law, the key to assert whether a decision is automated is the 
decisive effect of ADM on the final decision, rather than the degree of intervention by 
legal operators.

 6 Such measures must include the obligation for the controller to use appropriate mathem-
atical or statistical procedures, implement technical and organizational measures appro-
priate to ensure that the risk of errors is minimized and inaccuracies are corrected, and 
secure personal data in a manner that takes account of the potential risks involved for the 
interests and rights of the data subject and prevent, inter alia, discriminatory effects on 
that person.

 7 The European legislator is reluctant to recognize new rights. It does not seem to have 
done so in the specific case of Article 22 of the GDPR, but neither has it embraced 
this rhetoric in the Artificial Intelligence Act, although it has placed fundamental 
rights at the centre of the governance model for artificial intelligence developments.

 8 Article L300- 2 classifies the source code used in administrative proceedings as an 
administrative document, and the doctrine of the Commission d’Accès aux Documents 
Administratifs (CADA) has done the same with the algorithms used by the public admin-
istration, as well as technical documentation such as the software requirements specifica-
tion document.

 9 In Spanish administrative law, as in European legal systems, the failure to justify the 
administrative act invalidates it (Article 47 of Act 39/ 2015 on Common Administrative 
Procedure).

 10 The distinction between reasons (for action) and motives has been accepted by all 
philosophers studying the topic (as María Álvarez indicates, 2016): Josef Raz in 1975, 
Derek Parfit in 1997, and Jonathan Dancy in 2000 are the most prominent authors in this 
field. A normative reason is a reason for action, while a motive is a reason why someone 
does something. In fact, etymologically, motives refer to what moves us to do something, 
and in this sense, they are intimately related to a purely psychological dimension. The 
example proposed by García Figueroa (2014), also mentioned by Álvarez (2016), clari -
fies this perfectly: when Othello kills Desdemona convinced that she has been unfaithful, 
“it can be said that Othello killed Desdemona motivated (that is, moved) by jealousy, but 
it would be strange to say that the Moor of Venice took Desdemona’s life justified by 
jealousy” (García Figueroa 2014, 142).

 11 The precursor of this notion, of adjustment direction, is Thomas Aquinas, who affirmed 
that truth is the correspondence between things (res) and the mind (intellectus). Thomas 
Aquinas, Summa Theologica, Part I, question 21, Article 2. When describing some-
thing, our mind fits the world; when regulating something, the world is meant to fit to 
our minds.
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 12 Searle refers to the example posed by Elizabeth Anscombe. Let’s suppose a man goes 
to the supermarket with the shopping list his wife gave him, on which are written the 
words “beer, butter, and bacon”. Let’s suppose that as he goes around with his shopping 
cart selecting these items, he is followed by a detective who notes down everything he 
picks up. When they leave the store, both the buyer and the detective will have identical 
lists. But the function of the two lists will be quite different. In the case of the buyer’s 
list, the purpose of it is, so to speak, to make the world match the words on the list: the 
buyer must make his actions fit the list. In the case of the detective, the purpose of   
the list is to make the words match the world: the detective must make the list describe 
the buyer’s actions. The differences between both adjustment directions, Anscombe con-
tinues, can be further demonstrated by observing the role of an “error” in both cases. If 
the detective gets home and suddenly realizes that the man bought pork chops instead of 
bacon, he can simply erase the word “bacon” and write “pork chops”. But if the buyer 
gets home and his wife tells him he bought pork chops when he should have bought 
bacon, he cannot correct the error by erasing “bacon” from the list and writing “pork 
chops” (Searle 1979: 347; 1999: 101). The adjustment direction of the husband is from 
the world to the list (to the word, to the mind) because it doesn’t describe reality but 
rather changes it to match the list; on the other hand, the detective’s adjustment direction 
is from the list to the world.

 13 Finding patterns reveals what is normal, not necessarily normative. On the normal/ nor-
mative dichotomy (normality/ normativity), see García- Pelayo (1968: 68).

 14 One of the best studies regarding Hume’s Law has been elaborated by Bruno Celano 
(1994).

 15 Moreover, when the ADM system is based on outcome prediction systems, they present 
data in terms of probability in a way that appears to be more neutral, more objective, 
and even more precise than it actually is (Tashea 2017). For example, a prison official 
may receive an automated report indicating that the defendant has an 80.2% chance 
of reoffending according to the legal analysis model (Surden 2019: 1336). However, 
according to the model, two out of every ten defendants will not reoffend. Therefore, it is 
not appropriate to base a legal decision on descriptive and deceptively precise premises 
(Surden 2019: 1337) without considering the model’s limitations in terms of bias, dis-
crimination, and lack of transparency.

 16 Gutiérrez David applies the concept of the black box in the context of administrative 
activity assisted by ADM systems

not only for machine learning or deep learning algorithms, but to any fully or partially 
automated decision- making model, regardless of the type of algorithm implemented, 
when it is not possible to verify the correctness and legality of the decisions taken by 
the model.

(Gutiérrez David 2021: 166)

 17 DARPA XAI: Explainable Artificial Intelligence, www.darpa.mil/ prog ram/ expl aina ble- 
art ific ial- intel lige nce

 18 Article 86 of the Artificial Intelligence Act establishes “the right to obtain from the 
deployer clear and meaningful explanations of the role of the AI system in the decision- 
making process and the main elements of the decision taken” in cases where high- risk AI 
systems, as listed in Annex III, have an adverse impact on fundamental rights. The scope 
of this article is narrower than the implications of Article 22 of the GDPR. However, the 
coexistence of these provisions warrants further investigation.
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10  The meaning of the limitation of the 
use of the Internet for criminal 
punishment from the perspective 
of extended mind thesis

Kamil Mamak

10.1 Introduction

Since the broad deployment of the Internet, there has been discussion of how it has 
changed our lives (see, e.g., Sparrow, Liu, and Wegner 2011; Floridi 2015). One of 
the many ideas discussed about the role of technologies in general, and the Internet, 
in particular, is that they become a literal part of us. This chapter explores such an 
idea by referring to the extended mind thesis (Clark and Chalmers 1998). It is a 
view according to which external artifacts could be counted as part of the extended 
mind. If we treat this thesis seriously, then there are ethical and legal consequences, 
including the discussion of the right to access the Internet and the right not to use 
the Internet. This chapter gives special attention to the consequences of adopting 
this view in relation to criminal punishment, showing that manipulating access to 
the Internet is a relevant issue from that perspective.

This chapter is structured as follows. After the introduction, there is a brief 
explanation of the extended mind thesis. Then, the focus shifts to the role of the 
Internet from an extended mind perspective. The following section is concerned 
with the ethical consequences resulting from the acceptance of the discussed 
philosophical thesis. Then, there is a section that focuses on the relevance of 
this thesis for the discussion on the right to access the Internet and the right not 
to use the Internet. The following section discusses the extended mind thesis in 
the context of punishment, specifically on imprisonment. This chapter ends with 
conclusions.

10.2 The extended mind thesis

The extended mind thesis is an idea that proposes a non- intuitive explanation for 
the interaction of humans with external, non- biological artifacts. In short, according 
to the extended mind thesis, cognitive processes are not locked up in the physical 
boundaries of the body but extend into the external environment. Andy Clark and 
David Chalmers formulated the most recognized version of this way of thinking 
about the mind. They start their seminal paper with the sentence, “Where does the 
mind stop and the rest of the world begin?” (Clark and Chalmers 1998, 7). They 
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express skepticism as to whether the boundaries of the body are the boundaries of 
the mind.

In their paper, the authors use examples that allow them to illustrate the 
problems; the most famous example from that paper is the one about Otto and 
Inga. Otto and Inga want to go to an exhibition at the Museum of Modern Arts 
in New York City. Inga, in order to get to the museum, recalls its location from 
her biological memory. Otto has Alzheimer’s disease, and in order to get to the 
museum, he consults the location of the museum with his personal paper note-
book, in which he wrote various pieces of information, including the location of the 
concerned institution. Authors claim that Otto’s notebook serves the same role for 
him as biological memory for Inga. Thus, Otto’s mind is extended to this external 
artifact (the notebook).

According to Clark and Chalmers, not every artifact could be considered an 
extension of the mind, but only one that could become coupled with the mind and 
be part of the cognitive loop. To be considered as part of the mind, the artifact needs 
to fulfill some criteria; they show those criteria in the example of Otto’s notebook, 
formulating four of them. First, the notebook is an element of Otto’s mind because 
it is a constant element in Otto’s life, and Otto treats the notebook as a relevant 
element of taking action. Second, there is easy and direct access to the notebook. 
Third, when Otto finds information there, he automatically endorses (approves) 
it. Fourth, the information in the notebook was at some point endorsed by him 
in the past (Clark and Chalmers 1998, 17). Those criteria are sometimes referred 
to as “trust and glue” criteria (see, e.g., Record and Miller 2018, 106). Clark and 
Chalmers acknowledge the differences between the biological memory and the 
external artifacts, but they think that those differences are shallow, and more or 
less, the mind and the notebook play the same roles.

The paper referred to was published in 1998, about a decade before the smart-
phone revolution. The thesis advanced in the paper has gained more attention in 
recent times. Clowes et al. point out two main reasons for its recent popularity 
(Clowes, Smart, and Heersmink, 2024). First, it has explanatory power regarding 
the relations between humans and the technologies they use (see, e.g., Carter et al. 
2018). Many people never give up their smartphones, smartwatches, personal 
computers, and so on. And what is important in the context of this chapter, as 
Clowes et al. point out, is that many of these smart devices have networking cap-
abilities that enable them to be connected to the Internet. The second reason they 
point out is that in contemporary cognitive science, there is a strong ani- Cartesian 
direction (rejection of dualism that separates mind and body, treating them as dis-
tinct matters), and the extended mind thesis follows this trend. In that context, it is 
usually presented as part of 4E cognition, which stands for four words –  embodied, 
embedded, enacted, and extended (see, e.g., Newen, Bruin, and Gallagher 2018). In 
short, the popular take on cartesian dualism suggests that mind and body are distinct 
and separable matters. The 4E framework points out that our cognitive processes 
are shaped by our bodies (embodiment) and the environment in which humans are 
living (embedment). Enactivism refers to the dynamic relations between organisms 
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and their environment. The cognition arises through the interactions. Finally, the 
extended part, which is the focus of this chapter, allows for extending the cogni-
tive process on the external artifacts. Together, those concepts are an alternative to 
dualist thinking (Rowlands 2013, 51; but see, e.g., Adams and Aizawa 2010).

10.3 The extended mind thesis and the Internet

Since the publication of the extended mind thesis more than 25 years ago, the 
concept has developed, and various aspects have been discussed (for overview, 
see, e.g., Gallagher 2018; Telakivi 2023). One of the specific subjects of interest 
is the Internet and its relationship with the mind. Could the Internet be part of the 
extended mind? Clark, one of the co- authors of the original paper that formulated 
the extended mind thesis, raised skepticism over treating the Internet as a part of 
extended cognition (Clark 2008).

However, not the whole Internet must be considered as a part of the extension, 
but it could be “some small piece of the Internet”, as long as the conditions for 
extension, which are accessibility, relevancy, and trust, are met (Dempsey, Coin, 
and Dubljević 2024, 158). Later in this chapter, when I refer to the Internet as an 
extension of the mind, I mean that some parts of the Internet might constitute the 
mind, not that the whole Internet should be treated as part of someone’s mind.

As mentioned, contemporary devices could be considered to constitute the self, 
and those devices are often connected to the Internet. I use the terms extended 
mind and extended self interchangeably. If the mind is part of myself, my mind 
is extended, and I am a whole extended. In some cases, access to some parts of 
devices is dependent on use to the Internet. For example, pictures that allow us to 
remember past events could be stored in the cloud. The typical way to access them 
is through a smartphone, but sometimes, this requires having access to the Internet. 
From that perspective, the smartphone, without access to the Internet, could not be 
seen as complete extension of the mind. In other words, the term “smartphone” is 
used here not as a sum of material components that are exclusively inside of the 
device but as something more significant that, together with the services and infra-
structure, can be fully functional. For example, we could have access to some of 
the memories through our device, but to use that information, the device needs to 
be charged, and there must be access to the Internet, which allows us to connect to 
the service that is in the cloud.

For example, Heersmink discusses this idea in the context of autobiographical 
memory. He noticed that to access some of our past memories, we are dependent on 
access to the services that contain information about our past, and in that context, 
he claims that our autobiographical memory could be extended and distributed 
(Heersmink 2022). To use Facebook via smartphone and check the photos from 
vacations posted there a couple of years earlier, we need to have a device that 
is connected to the Internet. In his other work, he claims that personal identity 
cannot be reduced to psychology or biology, but it needs to be seen as an environ-
mentally distributed and relational construct; he talks about “distributed selves” 
(Heersmink 2017a). He points out the ethical consequences. We should have a 
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broader concept of self by including the social and external structures, focus on the 
external memory systems in studies of personal identity, and add that we should not 
interfere with one’s distributed minds and selves. In other work, he notices that the 
more we depend on external information in cognitive functioning on an everyday 
basis, the more those artifacts are integrated into our cognitive system (Heersmink 
2017b). We could read the above notions as the endorsement of the role of tech-
nology in constituting what the human self is. It shows the entanglement of humans 
with technology. The refusal of the role of technology for contemporary humans 
could not give a full description of who we are in a technologically textured world.

Another scholar who analyses the role of the Internet in the context of the 
extended mind thesis is Smart. He initially introduced the Web- Extended Mind 
hypothesis, which is the idea “that technological and informational elements of 
the web can (at least sometimes) serve as part of the mechanistic substrate that 
realizes human mental states” (Smart 2013, 447). In his later work, Smart proposes 
a slightly different definition of the “Web- extended Mind,” which is “an extended 
cognitive system whose processes supervene on a set of constituent material elem-
ents that include one or more Web resources” (Smart 2017, 362). Smart considers 
whether the Web (current or future) can be part of the extended cognitive system 
and uses criteria (“trust and glue”) that Chalmers and Clark used in their paper 
on the extended mind to answer the question of whether some artifact could be 
considered as an element of the extended mind. He concludes that the nature of our 
interaction with today’s Internet allows for a variety of forms of Internet- extended 
cognition (Smart 2017, 369). Smart points out that the general trajectory of tech-
nology development reinforces the possibility of including the web in the cognitive 
system. He uses an example of Otto+ + . The most important aspect of this example 
for this chapter is that instead of a notebook, Otto uses a smartphone with an app 
that contains information in the cloud, and to have access to this information, there 
is a need to have access to the Internet (Smart 2018, 280). Smart believes that 
notebooks and apps connect to the Internet and fulfill the same function, and we 
could treat them as functionally equivalent to those realized by biological models 
(like biological memory).

Heersmink and Sutton believe that the “parts” of the Internet might be relevant 
for an extended mind thesis. They analyze the impact of the Web on cognition 
from various perspectives, including the extended one. They focus on the relations 
between the Web and users and conclude that while most current Web apps are not 
deeply integrated with the mind, they argue that some highly personalized Web 
applications accessed on wearable digital devices might have the capacity for deep 
integration (Heersmink and Sutton 2020, 139).

For clarification, accepting the extended mind thesis does not mean that every 
human is extended into technological devices in the same way, but rather that there 
could be people for whom external artifacts are important to such an extent that 
they should be treated as an extension of their minds, and by that, an extension of 
themselves. This reservation also concerns use to the Internet. For some people, the 
Internet could be an essential element that enables them to be truly themselves, and 
for others, it might be a relevant aspect of their lives.
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10.4 Ethical risk and extended mind thesis

If we accept that the extended mind is a plausible explanation of the relation-
ship of humans with external artifacts, such a statement entails legal and moral 
consequences. Those consequences are discussed in this section. Clark and 
Chalmers note that sometimes “interfering with someone’s environment will have 
the same moral significance as interfering with their person” (Clark and Chalmers 
1998, 18). For example, Søraker points out that the information in Otto’s notebook 
could have moral status and, as such, deserves to be protected (Søraker 2008). 
Clowes et al. consider ethical risks more systematically and point out three areas 
of ethical concern related to the extended mind: mental privacy, mental manipu-
lation, and agency (Clowes, Smart, and Heersmink 2024). Now, I will briefly 
unpack them.

Mental privacy is concerned with access to information. In short, the content 
of our memories that are stored in biological minds is hidden from the external 
observer, while the memories that are stored in external artifacts are exposed to risks 
of access to it, like in the case of Otto’s notebook, which others might get unauthor-
ized access to (see also, e.g., Carter, Clark, and Palermos 2018). Vold illustrates this 
in relation to criminal procedures (Vold 2018). In many legal systems, one could 
remain silent when accused of a crime. In other words, there is no way to access the 
content of the mind of the person accused of committing a crime. If we accept the 
extended mind thesis, then there is a problem with accessing personal technologies, 
such as smartphones. Should we treat the content of the smartphone in the context 
of a criminal investigation in the same way as we treat the content of the biological 
memory, to which there is no access? Should the right to remain silent extend to 
smartphones?

Palermos, in his recent paper about mental privacy, calls for making it impos-
sible, legally and practically, to obtain such data (Palermos 2023). Clowes et al. 
point that privacy concerns are especially prominent in case of devices or ser-
vices that are online or connected online, where the content is accessible to various 
social actors, including individual hackers, corporations, and governmental bodies 
(Clowes, Smart, and Heersmink 2024).

Related to privacy issues are risks of manipulation. Those who might have 
access to the information could not only see this information against the will of the 
owner but also could manipulate it (Clowes, Smart, and Heersmink 2024). Carter 
identifies two categories of risks related to manipulation: acquisition manipulation 
and eradication manipulation. The first is concerned with the possibility of creating 
new beliefs, and the second is with deleting memories (Carter 2021).

The third ethical group of risks discussed by Clowes et al. is related to autonomy. 
Cited authors base this risk on the observation that cognitive extension might 
impact mental autonomy. They refer to these risks, in particular, in the work of 
Vold and Hernández- Orallo on AI Extenders (Vold and Hernández- Orallo 2022; 
Hernández- Orallo and Vold 2019). In short, AI extenders are tools that consti-
tute an extension of cognitive states resulting from the deployment of AI systems. 
Human agents that are going to make decisions might be impacted by the AI tools 
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they use. Vold and Hernández- Orallo provide a definition of AI extenders (Vold and 
Hernández- Orallo 2022):

An AI extender is a cognitive extender that is “fueled” by AI. This means that 
some AI technology is directly responsible for the cognitive capability that the 
extender is able to deploy, in conjunction with its user.

The mentioned issues regarding autonomy and responsibility are, for example, 
related to risks related to the fact that the tools could impact the way in which 
people who use them act, or there is a problem with who could be responsible for 
malfunctions or keeping up with systems that become some extension (see also on 
that topic: Telakivi et al. forthcoming). The problem with autonomy and responsi-
bility for the effects of the deployment of AI systems is one of the most discussed 
problems within AI ethics (on issues with responsibility with AI see, e.g., Matthias 
2004; Sparrow 2007; Müller 2020; Gordon and Nyholm 2021). The extended mind 
thesis applied to this problem makes it even more problematic due to the intimate 
connection of tools (in this case, AI- based) with humans.

The above categories of risks do not exhaust the list of potential ethical issues 
related to adopting the extended mind thesis. The presented issue shows, at least, 
the multidimensionality of ethical consequences related to that thesis. Some of 
the ethical risks are relevant from the perspective of the law. The following two 
sections further clarify this. First, the relevance of the extended mind thesis is 
presented for the discussion on the right to use the Internet as well as related issues 
of the right not to use the Internet. Second, access to the Internet is discussed from 
the perspective of the philosophy of punishment.

10.5 Right to use/ not to use the Internet and the extended mind thesis

It was already mentioned that the Internet might be an element of the infrastructure 
of the extended self. Even if the Internet does not, as a whole, constitute the exten-
sion of the person, it might be a necessary ingredient of the personal technologies 
that are integral parts of the person. Such observation makes it a natural candidate 
of interest for those who are interested in the right to use the Internet and the right 
not to use the Internet. At the outset, it might be said that the extended mind thesis 
is relevant to both of them.

Kloza points out that over the years, there has been a change in the way in which 
access to the Internet is presented, which was accelerated by the public health crisis. 
Instead of being an option, it becomes an obligation. He wonders to what extent 
people could be forced to use it and argues that citizens should not be obliged to use 
the Internet. He formulates it as the right not to use the Internet (Kloza 2024). He 
reviews the main groups of arguments that could support the right to non- use of the 
Internet. The main arguments are the lack of willingness to use the Internet, second, 
that people could not afford the necessary hardware that allows them to use the 
Internet, and third, that some people are unable to use it. The extended mind thesis 
is the most relevant to the first group of reasons, which I am now focusing on. 
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Kloza, while discussing the reasons why people might not want to use the Internet, 
points at different possibilities, including religious beliefs, civil disobedience, and 
concerns about the environment. He also mentions concerns about privacy.

The extended mind perspective is especially relevant to privacy concerns. People 
might not want to use the Internet in specific contexts. Those are not people who 
do not use the Internet at all; quite the contrary. We are speaking now about people 
whose access to technology and the Internet constitutes who they are. However, 
when some institutions enforce the use of the Internet in some contexts, they might 
be worried that someone could get access to their data. It was mentioned that there 
are ethical risks related to the possibility of reading and analyzing personal data, 
and there are related risks of manipulating those data by erasing or changing them. 
In other words, some people might prefer to use the Internet on their own terms, 
not to connect to it in a context where they do not feel fully comfortable. This could 
mean a lack of willingness to use the Internet when they might worry that their data 
would be vulnerable to access, manipulation, or eradication.

It seems that the more clear relevance of the extended mind thesis is to the 
right to Internet access (see, e.g., Pollicino 2020; Pollicino and Susi 2019; Tully 
2014; Reglitz 2020). If the technologies constitute who citizens are, there might 
be a formulated expectation that the state provides the necessary infrastructure 
that allows for the undisrupted use of technologies that constitute an extension of 
selves. People develop relationships with technologies on their own, but the state 
could be an actor who has the power to maintain the safety and continuity of its 
use. There is also another aspect related to that. There is a context in which the state 
deprives people (almost entirely) of access to technologies, which is connected 
with criminal punishment of deprivation of liberty. In the next section, more focus 
is placed on that aspect of use of the Internet.

10.6 Use of the Internet, extended mind, and philosophy of punishment

In this section, I want to focus on the use of the Internet in the context of pun-
ishment. Issues regarding unauthorized access to personal data or the possibility 
of manipulating content that is part of the extended mind have been presented. 
Consequences could also be found on the grounds of criminal law. Carter and 
Palermos wonder how we should treat the physical attack on the devices that con-
stitute an extended mind, like personal computers. The idea is that the default legal 
classification of such attacks, which is attached to the property, does not reflect the 
nature of the wrong. According to them, the right approach is to treat attacks on the 
devices that count as extensions of the minds as personal assaults that underline   
the connection of devices with the owners (Carter and Palermos 2016). In other 
words, the destruction of personal devices should be treated as an attack on the 
person, not a mere act that interferes with the property of the owner.

Inspired by that paper, I considered whether it is possible to apply this thinking 
to punishment (Mamak 2021, 2024). When someone steals money and causes 
financial loss, then it is a crime, but when the same amount of money is imposed 
by the criminal court as a fine, it is considered a punishment. When someone is 
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holding another person in some place against their will, it is a crime, but when the 
same person is against their will in prison, then it is a punishment. Going back to 
the idea of Carter and Palermos, they believe that when a wrongdoer interferes with 
someone’s elements of their extended mind, it should be considered a crime. I ask 
whether the interference with elements of the extended mind could be treated as 
punishment when imposed by a criminal court. I frame it as a limitation of access 
to personal technologies and propose to recognize it as pain/ hardship that is an 
element of punishment. If accepted, then it has consequences in various aspects of 
punishment and allows the formulation of normative notions.

Now, it is time to go back to the use of the Internet. As it was mentioned, the 
Internet might be a necessary element of technologies that are integrated with 
human beings in a way that could be considered an extension. Then, influencing 
the use of the Internet might indirectly impact someone’s extended “infrastruc-
ture.” There are at least three ways in which, at the ground of punishment, access to 
the Internet could be relevant, taking into account the perspective of the extended 
mind thesis.

First, when imposing the punishment of imprisonment, the court should take 
into account the fact that the person in most contemporary prisons will be deprived 
of access to personal technologies, which entails access to the Internet. If access 
to personal technologies and the Internet is not an option, the calculated pun-
ishment of imprisonment should include the hardship of limitation of access to 
technology. Bagaric et al. propose to calculate the punishment for the lack of the 
use of the Internet (Bagaric, Fischer, and Hunter 2018). One of the basic rules of 
imposing punishment is that it should be proportional; the gravity of the crime 
should be proportional to the severity of punishment (see, e.g., Bagaric 2014; 
Hirsch and Ashworth 2005). The court imposing punishment is obliged to reflect 
on the severity of negative consequences, which is derived from the principle of 
proportionality. If the court decided that the punishment that is adopted is impris-
onment, the court should take into consideration the fact that some people would 
be deprived of access to their personal technologies as a consequence of impris-
onment. The fact of deprivation of access to technologies, including access to the 
Internet, should be calculated by the court at the stage of imposing the length of 
the punishment.

Second, and it also concerns the punishment of imprisonment, access to the 
Internet in prisons should be provided. In contemporary practice, the norm is the 
lack of or limited access to the digital technologies (see, e.g., Järveläinen and 
Rantanen 2021; Reisdorf and DeCook 2022; Reisdorf and Jewkes 2016). There are 
different reasons for providing (some) access to the Internet in prisons, including 
rehabilitation, teaching to live in society, providing skills for the job market, edu-
cation, connecting with families, and reducing misbehavior in prisons (for over-
view, see e.g., Järveläinen and Rantanen 2021; Bagaric, Fischer, and Hunter 2018; 
Reisdorf 2023). The extended mind gives additional justification for providing use 
of the Internet.

The subject of the punishment from an extended mind perspective is the 
“whole” person, which consists of the biological parts as well as non- biological 
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artifacts that are not fully physically connected with the body of the person. The 
current dominant view on that matter is marked by dualism and allows no notice 
of the extended nature of the person. As mentioned, the extended mind thesis’s 
popularity could not only be reduced to its explanatory power for humans’ rela-
tionship with technology but also because it constitutes the replacement for car-
tesian dualism.

Dualism (of mind and body) is present in the law as an underlying theory of 
some institutions, not in an apparent way as a philosophical declaration of the 
lawgivers but more as a hidden assumption that needs to be revealed. Benforado 
points out that the distinction of the body and the mind is the language of the law 
and it is in the core of our culture (Benforado 2010, 3; see also on dualism and law 
Fox and Stein 2015; Shen 2013). The process of abandoning the dualist thinking 
force to find a better view on the subject of punishment and the extended mind 
thesis provides such an alternative view. To put it simply, the second point, out of 
the three presented in this section, is about imprisonment and argues for incarcer-
ating the “whole” person, which includes their technologies, also connected to the 
Internet.

Third, the manipulation of access to technologies, including the Internet, might 
be considered punishment (Mamak 2024). Based on that, new forms of punish-
ment might be formulated, or it gives additional support for formulated ideas. For 
example, Bagaric et al. propose deprivation of the Internet (Bagaric, Fischer, and 
Hunter 2018). I elsewhere formulated cyber banishment (Mamak 2023; see also 
2021), which does not cover, as deprivation of the Internet, the whole access but is 
limited to specific areas of the online environment.

10.7 Conclusion

In this chapter, the main focus was on using the Internet as the necessary condition 
for being fully oneself and the meaning of such a view for criminal punishment. 
For some, the Internet might be an integral element of their existence, and such a 
position is relevant to criminal punishment. In order to consider the constitutive 
meaning of technologies for human beings, there is a need to look at humans from 
a non- intuitive philosophical perspective. The extended mind thesis is the view 
that allows a look at the relationships between humans and technologies in a more 
unified way. According to this thesis, external artifacts could be counted as elem-
ents of the mind. As an example, the smartphone might be considered our exten-
sion. This chapter considers especially the relevance of access to the Internet. If 
we accept that Internet access allows the artifacts to function as human extensions, 
then the manipulation of access to technologies has relevance to ethics and law. 
There is a discussion on the impact of the extended mind perspective on the discus-
sion on the right to use the Internet and the right not to use the Internet. Finally, the 
relevance of criminal punishment is shown. First, the lack of access to technolo-
gies, including the Internet, should be counted as a hardship for the convicted while 
imposing proportional punishment. The second issue is a call for allowing the use 
of the Internet in prisons as a condition to be fully self while serving punishment. 
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Third, the limitations of the use of technologies, as well as the Internet, might be 
the basis or support for alternative punishments.

This chapter aimed to show how a change in the underlying philosophical 
assumption about the subject of punishment might impact the thinking about the 
current justice system practices. The extended mind thesis is interesting not only 
due to the coherence with intuitions of many about the transformative role of tech-
nology for humans but also because it allows us to show immediately, after its 
application, how institutions of criminal law could change. Alternatives to the 
dominant philosophical perspective also shed new light on the discussion on the 
right to use/ not to use the Internet.
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11  Digitalisation of public services 
in Belgium
Enshrining the right not to use the Internet in 
the Constitution1

Elise Degrave

11.1 Introduction

Human rights were designed to be exercised in a human context. They are now 
threatened by the widespread digitalisation of society and, in particular, of public 
services. In this chapter, we argue for the right to choose how we exercise our 
human rights, whether online or offline, and for the importance of enshrining a 
new fundamental right in the Belgian Constitution: the right not to use the Internet 
(Degrave 2023, 2024).

First, the paper examines the benefits and risks of digitising public services. 
It then sets out the reasons why it is important to enshrine the right not to use the 
Internet. Finally, we explain why it is important to enshrine this right in the consti-
tution rather than in legislation.

11.2 The benefits and risks of digitising public services

In the relationship between citizens and public services, digital technology is both 
a solution and a problem.

Digital technology is a solution, because behind the scenes of the public sector, 
the so- called “back office”, administrations can work together with just a few clicks. 
It was this observation that led Belgium, as early as the 1990s, to become more effi-
cient by developing the re- use of citizens’ data between institutions, making the 
country a pioneer in the development of e- government.2

Administrative procedures are simplified3 thanks to the “only once” principle, 
also known as the “single data collection” or “tell us once” principle.4 This prin-
ciple is binding on many administrations, whether federal, community- level or 
regional.5 It means that citizens can only be asked once for the information that 
concerns them, unlike in the past, when individuals had to communicate their data 
to each administration with which they came into contact. In other words, once a 
citizen has provided information to one authority, other authorities can no longer 
ask for identical data. For example, if citizens move house, they no longer need to 
provide their new address multiple times. Instead, the information will automatic-
ally circulate between the administrations that need it. In legal terms, this principle 
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translates into an obligation for public authorities to “collect data indirectly”, as set 
out in several pieces of legislation.6 They are obliged, under certain conditions, to 
request the data from the institution that already has them. This system does not 
require citizens to provide their data to the authorities in digital form. They can pro-
vide it in paper form, with the onus on the administration concerned to encode the 
information in the IT system. For example, the birth of a child is reported verbally 
by the parents to the local authority or hospital. The local authority or hospital then 
enters the information into a computer system.7

The exchange of information between administrations also makes it pos-
sible to automate certain forms of assistance, which is granted to people without 
them having to apply for it. This is the case for the “gas and electricity” social 
tariff:8 thanks to the exchange of data between administrations, some people auto-
matically receive a reduction on their bill (Degrave 2014; Service de lutte contre la 
pauvreté 2020). This is the most automated right to date.

In practice, energy suppliers send the list of their customers to the Ministry of 
Economy, which compares this data with the data in the National Register in order 
to identify the identification numbers in the National Register for each person. 
The list of these numbers is then sent to the Crossroads Bank for Social Security, 
which finds the individuals entitled to the social tariff in the databases of the social 
security sector. The list of beneficiaries is then sent to the energy suppliers, who 
apply the discount immediately.

Beyond these benefits, digital technology can also be a problem, particularly in 
the relationship between the citizen and the administration, known as the “front 
office” (Degrave 2014; 2023).9 This is linked to the fact that the state is the only 
entity against whom citizens can exercise their rights. The state has a monopoly 
on financial aid and legitimate coercion (through the police and the courts). As a 
result, we have no choice but to go through a public authority to obtain an iden-
tity card, claim an unemployment benefit or file a tax return. So when all or most 
of these steps take place online, citizens have no other option than to get used to 
it. Digital literacy becomes a new prerequisite for accessing rights and fulfilling 
obligations (Mazet 2021).

But the law is not designed to be applied by rigid machines. On the Internet, 
users could be blocked by “bugs” such as “404 errors”, be surprised to have to tick a 
standardised box that does not correspond to the users’ particular case, or be stressed 
by having to carry out procedures that were previously carried out by a human agent 
whose job it was to do so. On top of this, websites are not always easy to use.

These difficulties are not limited to older people or people with disabilities. The 
Digital Inclusion Barometer (2024) shows that 46% of Belgians aged between 16 
and 74 (i.e., almost one in two Belgians) are in a situation of digital vulnerability 
because they do not use digital technology or have poor digital skills. It is there-
fore not just a question of age. Young people aged between 16 and 24, even though 
they are “digital natives”, mainly use social networks from a smartphone. A third 
of them have poor general digital skills and struggle to fill in forms online (King 
Baudouin Foundation 2024).

But it gets worse. Among all the citizens who will one day be faced with a 
digital problem, there are some for whom a “bug” can be “fatal”.10 These people 
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rely on the State for the exercise of basic rights such as access to social housing, 
unemployment benefits, social integration income, public transport passes, etc. 
They are in regular contact with the State, which has a responsibility to ensure 
that their rights are respected. They are also in regular contact with the adminis-
tration, much more so than “privileged” citizens for whom interaction with public 
services is generally limited to identity cards, tax returns or passport applications 
for travel purposes. People who are vulnerable because of disability, job loss or 
illness depend on public services, sometimes for their very survival. Shifting the 
procedures for accessing these rights to the online environment has a paradox-
ical consequence. Because these people are in contact with public services more 
often than others, they will be required to take steps online more often than others. 
And yet it is precisely these people who have the most difficulty with digital tools 
because they do not have the right tools and/ or do not know how to use them. 
Further, they rarely have contacts, especially professional contacts, who can help 
them overcome the technical barriers, in the same way that employees can turn to 
IT specialists at their workplace.

As a result, digital technology appears to be one of the causes of “non- take- up of 
rights”, i.e., the fact that some people are legally entitled to a right but do not actu-
ally benefit from it. Discouraged by the increasing complexity of online adminis-
trative procedures, some people do not follow through to the end of the process to 
obtain their rights, even though these are rights that should enable them to feed, 
house and care for themselves and so on. In addition, digital technology creates a 
distance in the relationship between agents and beneficiaries, which is detrimental 
to informing people about their rights and further reinforces the phenomenon of 
“non- take- up” (Dumont 2020; Noël 2021).

11.3 Why should the right not to use the Internet be enshrined?

At the initiative of the European Commission and its “digital compass” (European 
Commission 2021), the European Parliament and the Council decided on 14 
December 2022 that “100% of essential public services should be available online 
by 2030”.11

In Belgium, this objective took a concrete form through the adoption of the 
Brussels Ordinance12 of 25 January 2024,13 known as “Digital Brussels”. This 
ordinance is the first legal text in Belgium to organise the digitalisation of all 
administrative procedures, without a clear guarantee of a human alternative. This 
text has sparked an unprecedented public outcry and has attracted a great deal of 
legal criticism, which we will discuss in the following.

Concerns about “all- digital” do not mean that we should deny the benefits of 
digital technology. They point to the need to assess objectively how digital tech-
nology is a solution in some cases and a problem in others. In particular, the threats 
to fundamental rights need to be taken seriously, as does the importance of giving 
everyone the right to choose the non- digital route to exercising their rights.

The following sections explore the relationship between citizens and public ser-
vices (‘front office’) in a context where digital technology is the primary gateway 
to government services.14
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11.3.1 Fundamental rights threatened by “all- digital” public services

While the digitisation of public services offers advantages, it also undermines a 
number of fundamental rights enshrined in the European Convention on Human 
Rights (“ECHR”) and in the Belgian Constitution.15 These include the right to 
equality and non- discrimination, the right to privacy and protection of personal 
data, the right to integration of people with disabilities, the right to a life in dignity 
and the right to freedom of expression.

11.3.1.1 The right to equality and non- discrimination

Regulations requiring people to use digital means of communication with the 
authorities might violate the fundamental right to equality and non- discrimination 
(Article 14 ECHR, Articles 10 and 11 of the Constitution) and could therefore be 
invalidated by the Constitutional Court or the Council of State.

Requiring administrative procedures to be carried out online, without organising 
the maintenance of physical counters, would create an unjustified difference in 
treatment to the detriment of a section of the population, in this case people who, 
because of their lack of digital autonomy, would thus be excluded from access to 
certain rights and services (Langlois & Van Drooghenbroeck 2023). This situation 
should therefore be classified as indirect discrimination.

The Belgian Constitutional Court has already ruled about the online accessi-
bility of official standards that must be published in the Moniteur belge. It annulled 
a law which stipulated that, apart from three paper copies, one of which was avail-
able for consultation at the Moniteur belge, all other public access was provided via 
the Moniteur belge website (Degrave & Verdussen 2021; Passaglia 2016).16 Since 
this ruling, any member of the public is able to phone a human agent, via a free-
phone number, for help in finding any act or document published in the Moniteur 
belge, and to request a copy at cost price.17

Since then, the Legislation Section of the Belgian Council of State (“SLCE”) 
has ruled along the same lines on several occasions. In its opinion of 17 August 
2023 on the above- mentioned draft Digital Brussels decree, the SLCE argued that 
“the computerisation of online administrative procedures and communications with 
public authorities is likely to give rise to indirect discrimination on the grounds 
of disability, age, wealth, social origin or gender. Access to such administrative 
procedures or communications presupposes access to computer equipment and an 
Internet connection, as well as the digital skills needed to understand how they 
work. Numerous studies have shown the difficulties encountered by a number of 
people in accessing these technologies, in particular because of one or more of the 
differentiation criteria mentioned above”.18 It concluded that

it would not be acceptable, in the light of Articles 10 and 11 of the Constitution, 
for a significant number of people to be deprived of effective access to the ser-
vices provided by the public authorities as a result of the obligation (…) to 
ensure the digitisation of administrative procedures and communications with 
the public authorities.19

 

 

 

 

 

 

 

 

  

 



Digitalisation of public services in Belgium 173

In the same vein, a few years ago the SLCE also had to note the risk of discrim-
ination in relation to online education20 on the one hand, and the obligation to use 
digital means to obtain a car license plate21 on the other. Regarding distance educa-
tion, the SLCE observes that transitioning from paper course modules sent by mail 
to online- only formats diminishes equal access for “learners”. Such a shift requires 
access to a computer equipment and an Internet connection, which could disadvan-
tage certain groups, including individuals deprived of their freedom.22 Similarly, 
the SLCE states that the obligation to exclusively use digital means for obtaining a 
car license plate, without a non- digital option, could be viewed as discriminatory in 
violation of Articles 10 and 11 of the Constitution. This requirement could effect-
ively exclude individuals who lack the necessary digital equipment or capabilities 
from submitting a registration request.23

On the judicial front, the Brussels Court of First Instance heard a case brought 
by the UNIA24 against the Brussels Regional Parking Authority concerning the 
“scancars”, which are increasingly replacing pedestrian checks in parking enforce-
ment. Despite their high- tech appearance, these cars are unable to recognise 
a disabled person’s card. As a result, many disabled people have been charged 
unfairly. In its ruling of 22 May 2022,25 the Court found indirect discrimination on 
the grounds of disability, which is prohibited by “anti- discrimination” legislation 
(in this case, the Brussels Regulation of 5 October 2017). Although apparently 
neutral, the control by the scancar creates a difference in treatment between two 
categories of people in the parking order, on the one hand motorists who pay the 
fee and on the other hand disabled people who present their card. In the judge’s 
view, it was unjustified to impose additional formalities on disabled people since, 
under the law, all they had to do to benefit from free parking was to display a 
parking card. The agency was therefore ordered to put an end to this illegal practice 
(UNIA 2022).

In the same vein, on 23 June 2023 the Parliamentary Assembly of the Council 
of Europe adopted a resolution26 in which it emphasised that “the authorities have 
a particular responsibility in the digital field when they themselves dematerialise 
public services”. The Assembly notes that “objectives such as rationalising admin-
istrative costs, simplifying case management or improving the efficiency or speed 
of processing cases may be legitimate”, but reaffirms that

the pursuit of these objectives must in no way leave people who do not have 
easy access to digital technologies behind, as this would deprive them of access 
to their rights and would constitute a breach of the obligation to ensure the con-
tinuity of public services.27

The Assembly therefore calls on the Member States to

move away from an approach of entirely paperless public services towards an 
approach of entirely accessible public services,28 including by maintaining non- 
digital access to public services in all cases where this is necessary [to] guar-
antee equal access to public services, their continuity and their adaptation to 
users.29
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This resolution therefore embodies a political priority of the “wider Europe”, which 
Belgium, as a member of it, cannot ignore.30

At European Union level, in their “European Declaration on Digital Rights and 
Principles for the Digital Decade”,31 the European Parliament, the Council and the 
European Commission recall that “technology should be used to unite, and not 
divide, people”. They emphasise that the digital shift must contribute to “a fair and 
inclusive society and economy in the EU”, while committing to “a digital trans-
formation that leaves nobody behind”. This shift should benefit everyone, by for 
instance achieving gender balance, and including elderly people, people living in 
rural areas, persons with disabilities, and marginalised, or vulnerable people and 
those who act on their behalf. Importantly, the digital transformation should also 
promote cultural and linguistic diversity.32 This text is described as “a reference 
framework for citizens” that guides the EU and Member States in their journey to 
digitalisation.33 It embodies the EU and Member States’ commitment “to promote a 
digital transformation where people are at the centre”.34 The implementation of this 
text is monitored by the Commission, which publishes an annual report on progress 
and gaps in the Member States.

On 2 July 2024, the European Commission published the second annual report 
on the State of the Digital Decade. This study reviews how Member States have 
so far acted upon the European Declaration on Digital Rights and Principles.35 
The report on Belgium highlights that “Belgium’s regions and its national level, 
the federal government, have all made it a priority to tackle the digital divide 
and promote an inclusive, green digital transformation”.36 Regarding the acces-
sibility to public services, the report emphasises that “measures to promote 
the digitalisation of key public services are balanced, with a significant focus 
on skills”.37 However, the report does not address the provision of non- digital 
alternatives for public services. Notably, the term “human contact” is absent 
from the report.

11.3.1.2 The right to privacy and the protection of personal data

The imposition of digital access to public services also affects the right to privacy 
(Article 8 ECHR, Article 22 of the Constitution) and the protection of personal 
data (organised in particular by the General Data Protection Regulation, “GDPR”). 
Such a measure is not prohibited, but care must be taken to ensure that certain 
safeguards are respected.

First, whether online or offline, public authorities can only collect the personal 
data they need to do their job. This is the principle of data minimisation enshrined 
in Article 5 GDPR. In the same vein, the above- mentioned “European Declaration 
on Digital Rights and Principles for the Digital Decade” recalls that “however, 
we can see that there is a tendency to collect more data online than is necessary, 
resulting in a greater intrusion into people’s private lives online than offline”. For 
example, asking for information at a government counter does not necessarily 
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mean you have to identify yourself. In digital form, many websites require you to 
provide your surname, first name and email address for simple information. The 
ONEM38 website even asks for your national registration number on its “contact 
form”.39

However, the right to privacy is understood as a right to informational self- 
determination, i.e., the right to control one’s own data by deciding what may 
be communicated, to whom, and what may be done with it (Degrave 2014). 
This interpretation first came from the German Constitutional Court, which 
drew it from Articles 1 and 2 of its Basic Law, which are devoted to the rights 
to dignity and freedom. Since then, this interpretation has been applied in par-
ticular by the European Court of Human Rights, which recently recalled, in a 
case concerning the online publication of the identity and contact details of a 
tax debtor, that

Article 8 thus enshrines a right to a form of informational self- determination 
which entitles individuals to invoke their right to privacy with respect to data 
which, although neutral, are collected, processed and disseminated to the public 
in such a way that their rights under Article 8 may be implicated.40

Put another way, it is the idea that, unless a law requires data to be processed for 
legitimate reasons and in a relevant and necessary manner, everyone can legitim-
ately refuse to disclose information about themselves without trying to hide any-
thing objectionable, just as they have the right to put curtains on their windows 
without revealing any suspicious behaviour. Informational self- determination and 
the principle of data minimisation underline the importance of maintaining a non- 
digital channel in relations with the authorities.

11.3.1.3 The right to inclusion for people with disabilities

Digital technology is also ambivalent for people with disabilities.
On the one hand, it can be a great help. For example, every smartphone has 

some very interesting features that make everyday life easier for people with dis-
abilities, such as the ability to browse the Internet using only voice.41

However, when it comes to relations with public services, the digitisation of 
administrative procedures (despite the existence of appropriate tools) can jeop-
ardise the fundamental right to inclusion of people with disabilities (Article 19 of 
the United Nations Convention on the Rights of Persons with Disabilities –  Article 
26 of the Charter of Fundamental Rights of the European Union –  Article 22ter 
of the Constitution). This is due in particular to the fact that, despite a European 
Directive on the subject42 in force since 2016, many government websites are only 
accessible with a mouse or a touch screen. They are unusable for 15% of people 
with visual, hearing, cognitive or physical disabilities.
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11.3.1.4 The right to human dignity

According to Article 23 of the Belgian Constitution, which protects economic, 
social and cultural rights, “everyone has the right to lead a life in accordance with 
human dignity” and “this right includes in particular (…) 2° the right to social 
security, health protection and social, medical and legal assistance; 3° the right to 
decent housing; (…) 5° the right to cultural and social fulfilment (…)”.

However, only offering administrative procedures online can hinder the 
exercise of these rights if, faced with the “humiliating bugs” mentioned above, 
people are prevented from applying for a social right –  such as housing or social 
assistance –  or an economic right –  such as a subsidy or bonus –  or are denied 
access to cultural life –  such as access to museums via a QR code or prior online 
booking. Yet these rights are essential for upholding the dignity of citizens, i.e., the 
respect that is due to every individual. The right to dignity is broad, and “protects 
everyone against degrading or inhuman acts that could reduce them to the status 
of a thing” (Vie publique 2023). When digital technology obstructs access to these 
rights, it becomes a factory of human indignities (Fleury 2023). Furthermore, it 
is interesting to include the right not to use the Internet in Article 23, as it already 
imposes various positive obligations on the State, requiring it to “provide” the ser-
vices indicated therein (Hachez 2000). Given the pervasive use of digital tech-
nology today, it is important to subject the State to a new positive obligation in 
favour of human dignity, the obligation to put in place the means to enable citizens 
not to use the Internet, so that they can benefit from the rights that are absolutely 
essential to the preservation of their human dignity.

11.3.1.5 The right to freedom of expression

Imposing the use of the Internet may also threaten the right to freedom of expres-
sion (Article 10 ECHR –  Article 19 of the Constitution), as argued by Kloza (2021, 
2024). The ECHR considers that everyone must be able to exercise his freedom of 
expression and access information through various channels, including the Internet. 
It therefore derives from Article 10 a right of access to the Internet as an additional 
means of exercising freedom of expression and of accessing information, even if 
that information is accessible by other means.43 However, the right of access to 
the Internet does not mean that everyone is obliged to use the Internet to exercise 
their rights or fulfil their obligations. Consequently, although the Court has not yet 
ruled on the right not to use the Internet, we can reason by analogy with the right of 
access to the Internet. Imposing an obligation to use the Internet, without any alter-
native, in order to exercise freedom of expression and access to information would 
be tantamount to imposing on citizens a single means of exercising these rights.

11.3.2 The freedom to choose human interaction

In the context of “all- digital” services, even people who are generally comfortable 
with digital technology can experience annoying difficulties. Therefore, over and 
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above the issue of fundamental rights, it is important to allow everyone to choose 
whether or not to use the Internet to exercise their rights.

Indeed, online procedures are often complex because they are not sufficiently 
adapted to the events in people’s lives (a birth, buying a house, etc.). They are the 
implementation of the logic (or lack of it) of administrations. For these procedures, 
we therefore need a human agent whose job it is and who is trained to do so. Digital 
technology, on the other hand, shifts the burden of this work to the user, as if he 
were being asked to sit in the place of the civil servant and deal with his computer, 
even though he has no training in this area and is not paid for it.

In addition, there are technical problems that citizens cannot solve themselves 
(website down, multiple updates, etc.).

In Belgium, the right not to use the Internet is already enshrined in a number of 
legal provisions. At federal level, the Code of Economic Law,44 which applies to 
relations between citizens and public services, states that “in the absence of legal 
provisions to the contrary, no one may be compelled to perform a legal act by 
electronic means”. The legislatures of the French Community45 and the Walloon 
Region46,47 have also each adopted a similar provision, aimed at “citizens who are 
unable or unwilling48 to use technology (…), particularly in their dealings with the 
administration”.49 This right should now be enshrined in the Constitution, for the 
reasons explained in the following.

Moreover, it is interesting to note that the Belgian legislator has recognised a 
“right to disconnect” to workers.50 This measure aims to mitigate the “culture of 
‘permanent connection’ which has a negative impact on respect for rest periods”.51 
By acknowledging the need to limit digital technology’s presence in citizens’ lives, 
this legislation highlights the importance of balancing “online” and “offline” life, 
which is essential for mental well- being (Kloza 2024). Hence, it is crucial to avoid 
requiring individuals to connect at the end of the day to carry out essential and 
sometimes complex administrative tasks alone in front of a screen.

In addition, a law adopted on 9 February 202452 enshrines the consumer’s right 
to choose between electronic payment and payment in cash, in particular because 
some people are uncomfortable with electronic payments or do not have access to 
them, such as “the elderly, immigrants, disabled people, socially vulnerable citi-
zens and marginalised people”.53 This legislation underscores the importance of 
providing a non- digital alternative to ensure that all citizens, regardless of their 
social or economic situation, have access to essential services.

11.4 Why should the right not to use the Internet be enshrined in the 
Constitution?

In view of these observations, which are likely to become even more pronounced 
in the future in the light of the political projects like the Digital Brussels Ordinance 
and the European aim that “100% of essential public services should be available 
online by 2030”,54 it is crucial to enshrine in the Constitution the “right not to use 
the Internet”, which could also be framed as the “right to human interaction” with 
public administrations. This is an important consideration, especially as the Belgian 
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Constitution currently does not address digital issues. In particular, it enshrines nei-
ther the right to access the Internet nor the right to abstain from using it (Verdussen 
2019; Degrave & Verdussen 2021).55

Itis interesting to note that Switzerland has already begun the process of 
constitutionalising the right not to use the Internet. This is a world first. The canton 
of Geneva has enshrined the “right to digital integrity” in its constitution,56 which 
“includes in particular the right to be protected against the abusive processing of 
data linked to one’s digital life, the right to security in digital space, the right to an 
offline life and the right to be forgotten”.57 Other Swiss cantons are following suit. 
In Neuchâtel, for example, a draft decree to this effect was approved at first reading 
in April 2024.58

The inclusion of this new right in the Constitution is justified by the strength 
of the constitutional norm and the enrichment it represents for other fundamental 
rights.

11.4.1 The strength of the Constitution

Establishing the right not to use the Internet would have strong symbolic value, 
underlining the importance, stressed by the Constituent, of organising a digitally 
balanced society by keeping digital technology in its rightful place, as a tool serving 
the general interest and complementing human interaction (Verdussen, 2019).

Moreover, the Constitution is at the top of the hierarchy of norms. In Belgium, 
like above- mentioned, the right not to use the Internet is already enshrined in a 
number of legal provisions. However, these standards only have the force of law. 
Another standard of the same value could deviate from them. Therefore, in order to 
guarantee the reality of the right not to use the Internet regardless of future legisla-
tive reforms, and to enforce it at all levels of power in Belgium, it is important to 
give this right a constitutional basis and to enshrine it in the Constitution, which has 
the highest value and must be respected by all other norms in Belgium.

11.4.1.1 Enrichment of other fundamental rights

When digitalisation obstructs an individual’s access to their rights, the constitu-
tional rights to equality and non- discrimination, to inclusion of people with dis-
abilities, and to a life in dignity can be invoked to compel the legislature to provide 
solutions for the benefit of those affected. However, it remains uncertain that 
measures taken in the name of these rights will guarantee human interaction. For 
example, in order to put an end to discrimination caused by digital technology, 
measures have been taken to support people in the digital age, such as digital public 
facilities. However, they do not solve the problems of digital rigidity and standard-
isation. What’s more, existing fundamental rights do not protect those who choose 
(rather than are forced) to engage in human interaction.

The question is where to place this new fundamental right in our Constitution.
Article 23 of the Constitution, which enshrines the right to human dignity, is 

attracting attention because in recent years there have been several proposals in 
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Belgium to insert a “right to access the Internet” in Article 23 (Degrave 2023). 
This right to access the Internet could be complemented by a right not to use the 
Internet, to emphasise that the right to access the Internet does not imply an obliga-
tion to use it. Article 23 of the Constitution could therefore read as follows:

Everyone has the right to lead a life worthy of human dignity. (…) These rights 
include in particular: (…) 7° the right of use the Internet and the right not to 
use the Internet for the exercise of one’s rights and the fulfilment of one’s 
obligations.

This would emphasise the concept of the Internet as a means of access to rights, 
alongside human interaction.

Another possibility would be to consider the right not to use the Internet as an 
aspect of freedom of expression, enshrined in Article 19 of the Constitution, based 
on the reasoning set out above in the European Court of Human Rights’ interpret-
ation of Article 10 ECHR.59 It is considered that imposing the exclusive use of 
the Internet to express oneself constitutes a violation of freedom of expression 
since it restricts the means available for transmitting and receiving information 
by preventing this freedom from being expressed in human interaction, offline. 
In order to guarantee the right to this human interaction, “the freedom to express 
one’s opinion on any subject” guaranteed by Article 19 of the Constitution could 
now be formulated as “the freedom to express one’s opinions on any subject and 
in any form whatsoever”. However, we feel that this solution is less appropriate 
than the previous one. Symbolically, linking the right not to use the Internet to 
freedom of expression reduces it to a question of communication and does not 
make us sufficiently aware of the damage that “all- digital” technology can cause 
to human dignity by being an obstacle to the rights necessary for the survival of 
each individual.

11.5 Conclusion

Digitisation of public services has a number of benefits in terms of reducing the 
administrative burden on citizens. Digitisation facilitates the exchange of infor-
mation between administrations and makes it possible to automate the provision 
of certain forms of assistance. However, the generalisation of this digitisation also 
creates difficulties for a large number of people, including those who are generally 
comfortable with digital technology, who are unable to solve the technical “bugs” 
or complex procedures that used to be carried out by an agent. These difficulties 
can also exclude whole categories of people from accessing their rights. We are 
thinking in particular of people living in poverty or with disabilities, who are par-
ticularly dependent on the state and therefore increasingly subject to this forced 
digitisation.

With the increasing digitisation of public services, encouraged by the European 
target of “100% online by 2023”, a new right should be enshrined in our 
Constitution: the right not to use the Internet.
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The rationale for this right lies in the protection of a number of fundamental 
rights that are currently being undermined by digital technology, namely the right 
to equality and non- discrimination, the right to privacy and protection of personal 
data, the right to inclusion of people with disabilities and the right to lead a life 
in accordance with human dignity. This new right is also justified by the import-
ance of being able to choose human interaction, in particular to ensure a balance 
between life “online” and life “offline”.

This new fundamental right should be given a constitutional basis, as the 
Constitution is the common foundation of the nation, dominating all other norms. 
The right not to use the Internet could usefully enrich the right to lead a life worthy 
of human dignity or the right to freedom of expression, reflecting the work of the 
Council of Europe and the jurisprudence of the European Court of Human Rights.

These initial avenues for reflection and action are driven by the conviction 
that digital technology is not an end in itself. That it serves society and not the 
other way round. In this sense, the “European Declaration on Digital Rights and 
Principles for the Digital Decade” reiterates this by stating that “Artificial intelli-
gence should serve as a tool for people, with the ultimate aim of increasing human 
well- being”.60

We hope that they will stimulate constructive discussions within the states and 
enrich our constitutions with a breath of fresh air, ensuring that digital technology 
is put in its rightful place as a controlled and chosen tool.
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12  Is the dematerialisation of public 
services an elective progress?
A sociological analysis of the (non)uses by 
older people in France1

Sabrina Aouici

12.1 Introduction

Announced as necessary and aimed at better meeting the needs of users, the intro-
duction of Information and Communication Technologies (ICTs) within French 
administrations appears as the main vector for the modernisation of service 
relations. The e- administration development policy, which aimed to improve the 
quality of public service as well as a simplification of relations with users, was 
launched in France in the late 1990s with the circular of 16 September 1996 and 
the launch of the governmental action programme for the information society in 
1998 (Roux, 2010; Cour des comptes, 2019). By establishing a national digital 
council since 2011, the state indicated its determination to accelerate the digital 
transition; in September 2020, by recommending the allocation of one billion euros 
to ‘fight against illectronism and for digital inclusion’, the Senate confirmed this 
trend. Over the past decade, the dematerialisation of services has rapidly spread 
within French administrations. Today, almost all administrations provide a more 
or less profound redesign of their service offerings, relying on the communication 
means offered by digital technology.

These technological developments impose new practices and uses on indi-
viduals to interact with institutions and assert their social rights. Data from the 
Digital barometer (Credoc, 2015; Credoc, 2019) show that the number of indi -
viduals conducting administrative or tax procedures online has increased over the 
entire period: one in five French people considers that digital technology simplifies 
relations with the public administration; 68% of French people now consider that 
having Internet access is important to ‘feel integrated into society’; this represents 
fourteen points more than in 2009. Although the introduction of ICTs within French 
administrations under the principle of adaptability (or mutability) of public ser-
vices seems to be accepted without major difficulty by most of the population, even 
praising the facilitating aspects and the time saving (those equipped, educated and 
familiar with new technologies), numerous studies highlight the ‘double penalty 
for vulnerable populations facing the all- digital’ and emphasise that the process 
of dematerialisation of services can exacerbate pre- existing inequalities (language 
difficulties, influence of age, level of education, place of residence …) and increase 
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the difficulty for the most vulnerable populations to access their rights (Granjon, 
2009; Alberola et al., 2016; Koubi, 2013) and raise the risk of excluding a popula  -
tion that remains distant from ICTs.

Nearly thirteen million people in France declare themselves uncomfortable with 
digital technology, representing between a quarter and a third of the French popu-
lation aged eighteen and over (Les Petits Frères des Pauvres, 2018). More than one 
in three believe that the Internet makes these relations more complex; for a quarter 
of them, administrative procedures are too complex and 20% admit to lacking 
proficiency with digital tools (Credoc, 2019). Many studies have highlighted a 
number of concerns about the temptation of ‘all- digital’ and the question of access 
to social rights. The main alert was to raise awareness of the risks associated with 
the ‘digital divide’ (Hargittai, 2002; Vendramin & Valenduc, 2003; Ben Youssef, 
2004; Granjon, 2009; Attour & Longhi, 2009). By distinguishing economic and 
social inequalities related to available equipment and infrastructure, those related 
to uses or even to learning methods, the same studies show that having a com-
puter and Internet connection is not enough to ensure an equal regime of uses and 
recall that the digital divide is not limited to the phenomenon of e- exclusion. A new 
form of inequality emerges, ‘the latest variation of pre- existing social inequalities’ 
(Granjon, 2009: 23). Beyond equipment and usage appropriation, questions arise 
about illectronism2 (digital illiteracy), digital literacy and usage appropriation: 17% 
of French people are in a situation of illectronism; 15% did not use the Internet in 
2019 (64% of those aged seventy- five and over) and 38% lack basic digital skills3 
(Cousteaux, 2019). Indeed, the use of online services requires not only equipment 
and ‘digital autonomy’ (Revil & Warin, 2019) but also a good knowledge of French, 
understanding of the terms used, ability to understand administrative services and 
the system (Koubi, 2013).

The population that is uncomfortable with digital tools is very heterogeneous, 
but retirees, the less educated and low- income groups are the least equipped: while 
the Internet connection rate is 85% for the entire population, it is 57% among 
those over seventy, 54% among those with no diploma (compared to 94% of higher 
education graduates) and 40% among those with low incomes. The age criterion 
concerns the entire digital support sector, which notes that the older people are, the 
more difficulties they have with digital technology.4 According to data from the 
Digital barometer (Credoc, 2019), 75% of respondents feel little or not at all com-
fortable with digital technology and just as many feel little or not at all capable of 
using the Internet to carry out procedures. With the intensification of the demateri-
alisation of public services, retirees are therefore among the most vulnerable 
populations (Donnat, 2007; Le Douarin & Caradec, 2009; Alberola et al., 2016).

The intensification of the dematerialisation of public services leads to a reflec-
tion on the transformation of relations with public services, especially for working- 
class, since relations with public services are more frequent within working- class 
category than in other social category, due to economic needs and precarious 
living conditions (unemployment, housing difficulties, foreign status …) which 
are overrepresented there (Siblot, 2005; Spire, 2005). This questions the role of the 
municipality, a local public service often identified by working- class people as a 
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place of confidence. This feeling is particularly reinforced in small municipalities. 
All these questions are reinforced by the decline in multimodal access to public 
services and the reduction (or disappearance) of spontaneous physical receptions. 
The question of the role of the social environment (family, social network, affective 
proximities) and professional caregivers also arises.

Indeed, the introduction of digital technology leads individuals without tools 
or without knowledge of them to seek external support, especially towards the 
family sphere, to try to overcome the difficulties of accessing dematerialised ser-
vices. Strong expectations also weigh on associative structures (National digital 
council, 2015; Revil & Warin, 2019). Whether from the social environment or the 
social sphere, these digital caregivers must deal with questions of trust, availability 
and confidentiality generated by e- administration. Professionals in the associative 
sector are poorly prepared for the digital transition and under- equipped and they 
also encounter difficulties in conducting these new missions. The use of social 
workers and associative relays as resources and facilitators also raises a number of 
questions. If associative structures can serve as local relays and provide support to 
public services, under what conditions can they ensure the management and imple-
mentation of this new mission?

12.2 Data and methods

This chapter aims to re- examine these questions by offering a reflection on the 
difficulties posed by the introduction of digital technology in accessing social 
rights, for both users and the caregivers surrounding them, whether they come 
from the family or the social sphere. Our analysis is based on data from a quali-
tative survey conducted by National Old- Age Pension Fund (CNAV) in 2018 
and 2019 before COVID- 19 among sixty- four individuals from two distinct 
populations: thirty- one interviews were conducted with users of public services 
(retirees or individuals approaching retirement age); around thirty professionals 
were also interviewed (twenty- one associative leaders or social workers, twelve 
institutional actors of public services). Our survey area is located in the Île- de- 
France region: most interviews were conducted in Paris or in the inner suburbs and 
a third were conducted in more rural areas of the Paris region. The interview guides 
addressed the personal trajectory of the respondents and, for insured individuals, 
their family situation; relationships and knowledge of public services (definition, 
roles and missions of public services, experiences and opinions on public services); 
the evolution of missions/ service offerings following digitalisation and necessary 
assistance (for professionals); accessible procedures and resources mobilisable in 
case of difficulties (for users as well as professionals); the question of access to 
rights and non- use. Interviews with users, with an average duration of fifty- five 
minutes, generally took place at retirees’ homes; those with professionals (average 
of seventy- five minutes) were conducted at their workplaces. All interviews 
were recorded after the researcher had previously ensured pseudonymisation (all 
names used in this chapter are fictitious) and obtained informed consent from the 
respondents, then fully transcribed.5
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The main objective of this study was to analyse the perception that the various 
surveyed publics have of the dematerialisation of public services and the impact of 
e- administration on their respective practices (Aouici et al., 2021). We propose to 
focus this chapter around four questions: (1) Does the introduction of digital tools 
in administrative procedures transform the relationship of elderly users with public 
services? (2) Does the introduction of digital tools in administrative procedures 
place new populations in situations of vulnerability? (3) Does the generalisation of 
tele- services6 generate new forms of non- use among elderly users? and (4) What 
are the consequences for social actors and professional caregivers?

12.2.1 Consequences of digitalisation on the relationships of elderly users with  
public services

We applied textual statistical methods to exploratively analyse the responses 
provided during interviews to the following question: ‘When you think of public 
services, what comes to mind?’ The analysis of the vocabulary used contrasts a 
positive vision of public services (synonymous with proximity and service missions 
they offer to users) with a more negative vision (discourses emphasising inaccessi-
bility, loss of human contact and risks associated with digitalisation).

The cross- analysis of discourses from users, institutional actors and associa-
tive leaders/ social workers identifies three main dimensions: the first refers to the 
founding values of public services and support and service missions; it mainly 
comes from institutional actors and users in urban areas. The second focuses more 
on the organisational aspects of public services with the mention of administrations 
offering public services. The third associates the notion of ‘public service’ with 
the question of (in)accessibility and thus mentions the obstacles and difficulties 
encountered (including digitalisation); this is mainly the discourse of users and 
associative leaders/ social workers in peri- urban and rural areas. Users then mobilise 
their subjective experiences to highlight the obstacles they face; they also mention 
the intermediaries (municipality, prefecture, associations) with which they have 
regular contacts, as well as procedures and contact modalities (phone, website, 
reception, access, …). Associative leaders and social workers, on the other hand, 
mention the limitations caused by digitalisation perceived, in these discourses, 
as generating difficulties. Among the most specific words of this dimension are 
indeed the terms: ‘digitalisation’, ‘difficulty’, ‘problem’, ‘delay’, ‘long’, ‘under-
stand’, ‘explain’, ‘directly’, ‘fear’, ‘generation’ and ‘competence’.

The dematerialisation of services has been accompanied by a change in the opera-
tional mode of reception in agencies, limiting physical reception and proximity 
services. This transformation has generated increased distance from public services, 
which arouses fear and incomprehension. Beyond the proximity of services, the 
most pressing concerns relate to the gradual disappearance of human contact and the 
reduced diversity of access modes to services. In its 2019 Report, the French Defender 
of Rights emphasised the need to maintain multimodal access to public services. 
This precaution would be especially valuable for the most vulnerable, ensuring them 
various solutions for contacting and accessing information from administrations.
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Online procedures require, at a minimum, access to computer equipment and 
a good- quality Internet connection. These two conditions are not met across the 
entire territory and in all households in France, creating inequalities in accessing 
online public services: difficulties in accessing digital technology, inequalities in 
digital use, difficulties related to electronic exchanges (use of email), difficulties 
related to the design or deployment of websites and finally cognitive or physical 
difficulties highlighted by digital technology.

12.2.2 Administrative autonomy challenged by digitalisation

Everyone has at least one child or neighbour to help.
(Mrs. Bouchez, administrative manager –  Social Security, urban area)

Discussing the use of digital technology and tele- services by elderly individuals in 
the context of increasing dematerialisation and ‘digital inclusion’ as said in French 
administrations, leads to a broader questioning of ‘digital autonomy’: is digital 
autonomy an indispensable prerequisite for digital inclusion?

Four typical situations emerge based on individuals’ degree of digital autonomy 
and their degree of administrative autonomy (Aouici & Gallou, 2023). The 
first cate gory (the ‘agile’) concerns individuals in a situation of administrative 
autonomy who easily mobilise digital tools, meaning people who are autonomous 
in their administrative procedures before and after the dematerialisation of public 
services. In contrast to the ‘agile’, the ‘dependent’ individuals are distinguished by 
the combination of ‘administrative dependence’ and ‘digital dependence’: these 
are individuals who were assisted for paper- based administrative procedures and 
continue to be assisted in their use of tele- services. The group of ‘hesitant’ refers 
to people who are autonomous with digital tools but require assistance for their 
administrative procedures. Finally, the category of ‘fragilised’ refers to individuals 
who were previously autonomous in their administrative procedures but are now 
weakened in their use of public services due to the shift to digital. This is the case, 
for example, of Mrs. Walter, an ex- bank employee, who plays online games and 
knows how to send or read emails but now relies on her daughters for administra-
tive procedures, especially her tax declaration (which she used to complete alone 
during the paper- based procedures).

For my taxes, I ask my daughters to do it online. I let them do it. I give them all 
the information. If there are amounts to declare that I have noted, I give them 
and then they are the ones who do it, because I don’t know. I don’t dare because 
I’m afraid of making a mistake. I’m afraid of answering wrongly. When you 
write, when you fill a form by hand, it’s different.

(Mrs. Walter, eighty- four years old, retired, rural area)

This typology of user situations regarding the use of tele- services shows how 
the dematerialisation of public services can encourage administrative autonomy but 
also hinder it and bring about a new category of potentially vulnerable population. 
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Thus, there is a need for assistance and support for digital autonomy that has not been 
seen before: users newly struggling with e- administration (the ‘fragilised’), espe-
cially difficult to characterise and approach because they have never experienced 
economic or social difficulties and are therefore unaware of traditional aid systems. 
Crossing all social categories and age groups, this population escapes traditional 
social service identification circuits. Prevention actions rarely reach them, either 
because they occasionally manage to get help from relatives or because they do 
not go to places where they could be assisted, as highlighted by this professional.

We have to think of the well- endowed public who read, write, have not or never 
encountered much difficulty in accessing their rights. And because of the infor-
mation technology brake and the communication brake –  I don’t know if that’s 
the word … Is the information sufficiently clear? It seems it also makes vulner-
able populations who until then had not encountered difficulties?

(Mrs. Zerda, digital deployment manager at Social Security, urban area)

For retirees comfortable with digital tools and with sufficient resources (social, 
economic, intellectual and administrative autonomy), the intensification of e- 
administration may have no impact on their access to rights (or even facilitate it). 
Similarly, but for entirely several reasons, the dematerialisation of public services 
seems to have no consequences for the situation of the ‘dependent’ (who rely on 
a helper for their procedures, whether they are performed with or without tele- 
services) or the ‘hesitant’ (who remain dependent on someone despite their digital 
proficiency). However, for others (specifically the ‘fragilised’), e- administration 
leads to a ‘loss of autonomy’ and, in a way, an entry into ‘administrative depend-
ence’ since to obtain information or assert a right, these individuals rely on someone 
(a relative or a social worker).

The associative leaders and social workers met are particularly concerned about 
this transformation. While they can ensure a minimum level of autonomy for some 
users by training them and ensuring they ‘work with’ rather than ‘instead of’ them, 
the quest for autonomy remains futile for users furthest from digital technology and 
the most precarious, who are forced to entrust their procedures to others. This is 
notably the opinion of Mrs. Lebord, an association manager, who believes that by 
limiting physical contact and encounters between users and public service, digitali-
sation has severed the ties between administration and citizens. Those who used 
to visit counters and were thus fully involved in their procedures for accessing 
retirement status, rights or benefits, are now deprived of the act and lose part of 
their administrative autonomy. The following verbatim precisely questions the 
consequences, both social and symbolic of the ongoing evolution:

I think there is a large portion that will never be autonomous with digital tools. 
We type for them, instead of them … By doing that, public administrations 
have taken away the little autonomy they had, when they used to go to the 
CNAV to get their retirement file and come back here for the appointment, they 
were proud of having conducted the procedure. Because they took part in their 
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retirement process. Whereas today, we print it, we do it on the computer and it 
is done without them. They are completely excluded from their own procedure.

(Mrs. Lebord, associative leader, urban area)

Beyond this loss of autonomy, some associative leaders and social workers 
fear that digital technology and the transformation of contact methods with 
administrations that accompanies it may engender or reinforce the risk of isolation 
among the elderly. They mention the phenomenon of desocialisation that can result 
from digitalisation: not only loss of social ties but also loss of connection with the 
administration (since individuals no longer visit counters or search for informa-
tion), loss of meaning (integration into the world). The emergence of new forms of 
non- use to rights related to digital technology must also be analysed.

12.2.3 The different forms of non- use related to digitalisation

The dematerialisation of public services improves access to rights for those who 
know how to do by themselves, making tasks easier. But for those who do not 
know, it’s a real problem. So, if they are not accompanied or assisted, it has the 
opposite effect!

(Mrs. Assour, associative leader, urban area)

Digitalisation can exacerbate existing difficulties (Koubi, 2013; Alberola et al., 
2016; Revil & Warin, 2019). Online services can penalise users in accessing 
their rights by slowing down access through particularly lengthy processing of 
applications, for example (Chabert et al., 2018) and lead certain populations to no 
longer seek their rights. In the ‘Access to rights survey’ devoted to the relation-
ship with public services carried out by the Defender of Rights in 2017, one of the 
most common difficulty in their relationships with public services is ‘the difficulty 
contacting someone (38%)’; the various obstacles to completing administrative 
procedures then lead 12% of users to abandon their procedures (Défenseur des 
droits, 2017). Indeed, studies point out that

the internet is sometimes accused of ‘dehumanizing’ the relationship with public 
services because, most often, there is neither voice nor physical presence in the 
relationship. In terms of service accessibility and equal treatment, some con-
sider that electronic administration would accentuate social inequalities.

(Roux, 2010: 25)

The professionals we met agree that full digitisation in administration, at the 
expense of proximity and humanised service, accentuates existing difficult situ-
ations. This section aims to examine situations of non- use related to the redesign of 
public services and the intensification of tele- services; we will not address forms of 
non- use due to ignorance of one’s rights.

The first situation of non- use identified in our study is non- use due to abandon-
ment or renunciation of a right due to digital skills (Koubi, 2013; Warin, 2016; 
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Chabert et al., 2018). This consists of a multitude of situations that lead users to dis-
couragement: the complexity of skills required (digital, administrative, linguistic), 
the difficulty and/ or slowness of administrative procedures (possibly errors by the 
administration such as loss of documents or difficulty in understanding administra-
tive processes and language), lack of French language proficiency and/ or illiteracy 
or lack of digital skills. In the following excerpt, for example, Mrs. Lombard (asso-
ciative leader) describes the difficulties related to lack of linguistic and administra-
tive skills that the populations she works with face and the consequences of these 
difficulties on the risk of non- use:

The first difficulty is the lack of knowledge of the French language. When I say 
‘lack of knowledge,’ it’s not necessarily people who are not French or who do 
not speak French, it’s people who are put off by reading or too much written 
content and who will not go all the way, so they will not grasp the subtleties or 
things like that.

(Mrs. Lombard, associative leader, urban area)

The case of Mr. and Mrs. Clement (sixty- eight and sixty- five years old, retirees) 
illustrates how digitalisation can generate new difficulties in accessing rights and 
lead to abandonment. While Mr. Clément is quite comfortable with computers, his 
wife regularly postpones healthcare procedures due to her difficulties in reaching 
certain services with the new tools provided. In the following verbatim, the couple 
expresses the difficulties caused by automated telephone:

Mr. Clement: In the choices that the automated telephone answering systems 
offer you, sometimes, you … you can’t place your request. (…) So we 
give up. We don’t try again.

Mrs. Clement: Oh, I give up! It’s been five or six months since I needed to 
go to the hospital for a cardio check. I call and I get these automated 
systems, but it annoys me. It annoys me so I give up. When I don’t feel 
well sometimes that I said to myself: ‘Oh no, I have to do it, I have to 
do it’. Then I don’t do it because I struggle and because it annoys me!

(Mr. and Mrs. Clement, sixty- eight and sixty- five years old,   
retirees, former workshop manager and former   

cleaning employee, peri- urban area)

Like other users we met, Mr. Dos Santos (a seventy- years- old retiree) tries 
to carry out his online procedures alone: he does not want to burden others or 
bother his family. Not very comfortable with computers but curious to learn, he 
enrolled in a digital workshop. During the interview, he was quite satisfied: he 
said he had managed to file his tax return form online without any external help. 
However, the interviewer noted after the interview that Mr. Dos Santos had indeed 
managed to access the website only but had not logged into his personal account 
(and thus had not been able to complete his online declaration). This mishap clearly 
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illustrates how approximate computer knowledge can lead to non- use of rights. 
Some users who think they know how to use tele- services try to carry out their 
online procedures alone to maintain their autonomy but in fact find themselves 
in difficulty or even in a situation of non- use due to lack of awareness of their 
digital condition (Alexopoulou, 2020). These situations of non- use due to lack of 
digital skills have an impact on users’ relationship not only with the administra-
tion but also with themselves. In his analysis of the use of connected computers 
by working- class people, Granjon notes that ‘the idleness felt when faced with the 
tool is thus transforms into a lack of consideration’ for oneself (Granjon, 2009: 32). 
According to the author, this negative experience can be perceived as a form of 
inability to participate in common life, generating a ‘feeling of diminishing their 
supposed social value’.

Non- use due to political rejection, on the other hand, concerns people who 
reject the public offer because it does not align with their values and principles. 
We did not encounter users in this category, but it was mentioned by institutional 
actors. Resistant to ICT or in disagreement with the public offer (ideological non- 
use due to distrust or rejection of digital), they want human contact, a face- to- face 
response. This is more of a political stance, as individuals express their disagree-
ment either directly related to the offer or with the administration as a whole (the 
e- administration implemented in recent years, with the reduction of direct con-
tact, has contributed to degrading, in the eyes of some users, the image they may 
have had of public services as a whole or of a particular administration). However, 
experiences of non- use due to political rejection lead to distinguishing between 
‘voluntary refractory non- use’ mentioned previously (which is not always directly 
related to digitalisation) and ‘fear of stigmatisation’ non- use. Indeed, non- use due 
to political rejection can also reflect a rejection because of the stigmas associated 
with the proposed service (negative and demeaning image that the service projects 
onto the user), leading to ‘social disqualification’ (Warin, 2016).7 Mr. Pasquier 
(associative leader) discusses a logic more related to this ‘fear of stigmatisation’ 
associated with the service to which the individual may be entitled:

People fear a sense of social disqualification. I think there are people who 
defend themselves against the degradation of their social situation by somewhat 
denying this situation and notably by not taking that first step to get information. 
Which is indeed probably very hurtful, very degrading.

(Mr. Pasquier, associative leaders, urban area)

Lastly, there is another form of non- use related to the reorganisation of public 
services and digitalisation: non- use due to the distance from services. This form of 
non- use refers to the difficulty of access to rights due to the geographical distance 
of services (Attour & Longhi, 2009). People living in rural areas are more likely 
to face this, both due to poor network coverage and the distance/ disappearance of 
local services. The statements collected during the interview with Mrs. Maillard 
(seventy- three years old, retired) illustrate this situation: she repeatedly explains 
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that it is constraining, even discouraging, for her to cross several cities to carry out 
her procedures:

I don’t know if the retirement counselor in charge of my file works there. They 
are relocated several kilometers away. I was supposed to go see her again, I had 
some information to ask her. But it’s too far. And so, it discouraged me and I 
didn’t go. And maybe that is why I could have had a slightly higher pension if I 
had completed the file. But I didn’t want to go there.

(Mrs. Maillard, 73 years old, retired, secretary,  
peri- urban area)

This form of non- use can also occur when the situation involves specific or 
unusual administrative cases or situations not considered in the architecture of 
websites (Koubi, 2013).

The introduction of digital technology leads individuals who lack tools or do not 
know how to use them to seek external support, especially from social workers and 
associative relays who are considered resource persons and facilitators.

12.2.4 When caregivers themselves are helpless

We create this tool to speed up the processing of files. But it puts us in a com-
pletely illegal situation. We hold confidential information that the individuals 
themselves are not supposed to transmit.

(Mr. Asram, associative leader, urban area)

The digital support sector is heterogeneous and remains mainly derived from 
the social, public or private sphere and mostly non- profit associative. These 
professionals working to support populations in difficulty encounter numerous 
obstacles in conducting their mission. Providing indispensable assistance while 
respecting privacy is a delicate balance to uphold. In the following examples, Mrs. 
Berger (association manager) and Mrs. Brochet (director of a home care associ-
ation) report on the risks associated with the confidentiality of their users’ personal 
data. Those being assisted often entrust their contact details, allowing access to 
their personal information, to those who aid during these tasks, placing caregivers 
(whether familial or professional) on the edge of legality. The creation of an 
email account or the using of usernames and passwords then forces these digital 
helpers to juggle not only with the question of data confidentiality but also with the 
freedom to manage administrative procedures and to decide for oneself, a freedom 
questioned when depending on someone else to assert their rights.

We have to provide individual digital assistance. And here, real questions arise 
too. We talk about data protection with the GDPR. It questions professional 
practices: not all professionals have been trained themselves, nor are they always 
equipped regarding information technology and this new type of support. What 
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do we do in terms of data protection with so many identifiers, secret codes, 
secret questions, answers to the secret question?

(Mrs. Berger, association manager, urban area)

Ethically, I cannot ask an employee to create codes to access a user’s account. I 
don’t know how I, a home care provider, could support this type of service for 
a user. Having bank codes and … It makes me wonder: how will those people 
who are truly isolated cope: no family, etc.? Has that been thought of? It’s a 
challenge we will have to face. When I say ‘we,’ I mean society. Preparation is 
important.

(Mrs. Brochet, director of a home care association, rural area)

In the ‘Access to rights survey’, 27% of respondents said they did not have 
access to the Internet or had difficulty finding administrative information on the 
Internet (Défenseur des droits, 2017). Many testimonies from professionals have 
confirmed the difficulty, for certain populations, of obtaining information or advice, 
getting a form or even just an appointment via the Internet. As several institutional 
representatives emphasise, the intensification of e- administration as implemented in 
France has introduced a form of distancing or even exclusion of certain populations 
(the elderly, youth, homeless people, migrants), already fragile in their procedures 
or weakened by the introduction of digital tools. Users need direct contact with 
the administration. To prevent digital exclusion from exacerbating social exclu-
sion, the need for support in Internet usage for specific populations has quickly 
become apparent. However, it emerged after the initial digitalisation measures. For 
most social workers, the government has only recently recognised these difficul-
ties and has not anticipated them. They lament a late digital support strategy that 
relies on poorly equipped social workers. While social organisations have tried 
to implement various support strategies (development of ‘digital agencies’, self- 
service kiosks for delivering documents or accessing the organisation’s procedures, 
etc.), professionals feel that public services are shifting the consequences of these 
changes, which ultimately fall on social workers, which fear having to replace the 
expertise of public service agents.

I think we’re only reacting now actually. We’re talking a lot now about digital 
exclusion, digital precariousness. But in fact, we didn’t react early enough. I’m 
sure there are many people who don’t have access to their rights because of 
this or who have paid too many taxes when they didn’t have to. Institutions are 
starting to realise that it’s complicated for people. But it’s a bit late. I wouldn’t 
say it’s hopeless, there’s still a lot to do, but there have been damages.

(Mrs. Aghien, director of a social center, urban area)

Individuals who lack the tools or do not know how to use them often seek 
support from caregivers who themselves struggle with digital issues. Relatives 
do not always know the administrative intricacies. As for professional caregivers, 
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they must face new responsibilities and are not always equipped. They are first 
confronted with a technical difficulty since they must have a constant connection 
for their home interventions. Juggling between confidentiality duties and support 
for the autonomy of elderly people, professionals engage in complex support. 
Among these new constraints to manage, we will mention the manipulation of 
identifiers or passwords, which forces these digital helpers to juggle with the 
question of the confidentiality of personal data. Finally, digitalisation raises two 
moral challenges. The first concerns a shift in their missions: digitalisation often 
forces them to move from a task to ‘do with’ the user to a task of ‘doing instead of’. 
Caregivers are then torn between conflicting requirements. The second challenge 
concerns the autonomy of users: with the necessary intervention of helpers, the 
‘individual autonomy’ of the retiree shifts towards an ‘autonomy extended to the 
collective’ or a ‘distributed autonomy’ (Hennion et al., 2012; Humbert, 2022). 
These transformations affect the freedom to manage administrative procedures and 
to decide for oneself, a freedom questioned when depending on someone to assert 
one’s rights. However, this notion is central for elderly people (whether they are in 
functional or decision- making autonomy loss and therefore supported accordingly 
to accomplish daily life activities) as it contributes to their satisfaction, self- esteem 
and well- being (Ennuyer, 2013; Bailly & Pothier, 2022).

12.3 Conclusion

Digitalisation imposes new practices on individuals to face the changes brought 
about by the widespread use of online services. Digital autonomy is a crucial 
objective but out of reach for some. The ‘agile’ individuals with sufficient capital 
consider digitalisation as facilitating their access to rights and services. On the 
other hand, for those who are ‘remote’ from digital technology, it affects the pro-
cess by transforming practices. Those in the greatest difficulty are forced to find 
external support.

Family members or associative workers are often presented as solutions for 
elderly users to access their rights: children, in particular, are seen as ‘natural 
caregivers’, while associations are seen as supports for vulnerable populations. 
However, being dependent on someone (professional or not) raises numerous 
questions, including those regarding the confidentiality of personal data (for 
relatives and professionals alike), data security and the freedom to manage admin-
istrative procedures and make decisions independently –  a freedom limited when 
depending on someone else to assert one’s rights.

New forms of vulnerability are indeed emerging due to dematerialisation of 
public services, including the emergence of a ‘digitally vulnerable’ public. Our 
study also highlights the consequences of digitalisation on the question of loss of 
autonomy /  the risk of administrative dependence for a population not identified 
by social workers (as they have no or few contact with social services), on the 
forms of non- use directly linked to digitalisation and on the distancing from public 
services and the risk of isolation for certain users. This societal change creates dif-
ficulties for new groups by depriving them of their administrative autonomy and 
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exposing them to an unprecedented risk of non- use, thereby questioning one of the 
three founding principles of French public services: equality of access to public 
services.

Furthermore, digital inequalities reflect pre- existing social inequalities (language 
inequality, education level, income, location, etc.). There is a risk that the digital 
revolution may favour certain better- equipped citizens thus generating ageism. The 
‘institutionalised ageism of indifference’ (Caradec, 2023) stems from public pol-
icies that do not explicitly rely on age criteria but impose rules or produce effects 
that are not age- neutral and effectively discriminate against older individuals or at 
least part of the elderly population. Without ageist intent but by showing insensi-
tivity to age, digitalisation has made certain administrative procedures impossible 
or very difficult to access other than via the Internet.

The COVID- 19 pandemic has also given more visibility to these issues: con-
finement has undeniably accentuated the difficulties of the most precarious, who 
are used to rely on professionals or close relatives to assert their rights, thus reinfor-
cing inequalities of access for the most vulnerable and potentially the furthest from 
public services. This context thus raises the question of the alternative to the use of 
the Internet for conducting procedures and more broadly the question to freedom 
of access to services and rights.

Finally, the introduction of digital technology in dealings with public 
administrations forces individuals to modify their practices and adapt to the 
constraints imposed by tele- services. But who should adapt: should it be users 
adapting to changes in public services or public services adapting to user practices 
to continue to uphold its founding values of equality, fairness and accessibility?

Notes

 1 This chapter is based on a study by the French National Pension Fund (Caisse nationale 
d’assurance vieillesse –  CNAV); the work Report (in French) is available online (Aouici 
et al., 2021). Some analyses presented in Part II have partly already been published in 
French (Aouici & Gallou, 2023).

This publication reflects the views only of the author. CNAV is not responsible for any 
use that may be made of the information contained therein. All responsibility for the con-
tent of this publication is assumed by the author.

 2 This term refers to not having basic digital skills (sending emails, consulting online 
accounts, using software, etc.) or not using the Internet (material incapacity or 
impossibility).

 3 Basic digital skills are divided into four areas: information search, communication, soft-
ware use and problem solving.

 4 However, elderly people constitute a heterogeneous population: seniors can be perfectly 
socialised but disinclined to use digital technology or, on the contrary, socially or geo-
graphically isolated, but very active on digital networks.

 5 These interviews have all been transcribed and completely pseudonymised. All extracts 
cited in this chapter will be associated with a pseudonym (first and last name).

 6 The national commission for information technology and liberties defines tele- services 
as ‘any information system allowing users to carry out administrative procedures or 
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formalities electronically’ (Article 1(2005- 1516) relating to electronic exchanges between 
users and administrative authorities and between administrative authorities).

 7 This fear of disqualification is regularly mentioned regarding the French Active Solidarity 
Income, a service sometimes reflecting this disqualifying image for individuals, including 
potential beneficiaries.
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13  The ethics of choosing not to use 
the Internet
A comparative case study of the education 
and healthcare sectors in Slovakia 
and Sweden

Oskar MacGregor and Barbora Badurova

13.1 Introduction

Novel technological developments are often met with an initial mixture of opti-
mistic (sometimes idealised) musings about promises and benefits, along with 
pessimistic (sometimes dystopian) worries about the risks or harms that the 
developments might come to entail. However, this initial speculation is typically 
a poor guide to the actual real- world impacts of a technology as it matures and 
spreads and is progressively woven into the fabric of society.

For instance, early predictions about the promises of the Internet hailed it as an 
avenue for setting human thought and expression free, ushering in a truly global open 
society (e.g., Frederick, 1993; Jones, 1997; Mayer- Kress & Barczys, 1995). Meanwhile, 
sceptics voiced concerns about end- of- days Y2K scenarios and similar cataclysmic 
impacts (e.g., Kass, 1996; Kraut et al., 1998; Webster, 1998). In practice, however, both 
of these initial, naively optimistic and pessimistic views have been gradually replaced 
by our actual current digital landscape: a mix of pocket super- computers with unprece-
dented access to the world’s social, cultural and scientific outputs on the one hand, and 
the cynically walled- garden, filter- bubble realities of social media and manipulative 
data exhaust- sniffing excesses of big tech on the other. In this sense, the Internet of 
today has not reached either of the extreme positive or negative poles predicted in the 
initial speculation around its impact, but has instead given rise to various other unfore-
seen benefits and harms. Prediction is, in a word, difficult.

However, wherever we might stand in our personal views on the overall utility 
of the Internet today, one thing is certain. As societies have moved towards increas-
ingly digital offerings of basic services, so too has the impetus to use the Internet 
transformed, from an initially rare luxury into a ubiquitous near- necessity. And, 
until recently, the general assumption accompanying this development seems to 
have been that it implies two corresponding de facto obligations. One on nation 
states, to guarantee access and provide any necessary training to individuals 
to facilitate their active participation in the digital domain (cf. target 9.c of the 
Sustainable Development Goals, or SDGs; United Nations, 2015; Vuorikari et al., 
2022). And the other on individuals themselves, to both work towards a baseline 
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digital competence (also sometimes referred to as digital literacy) and furthermore 
to willingly submit to the ongoing digitalisation. While the lattermost point has 
occasionally triggered protest (e.g., in relation to scientifically unfounded fears 
about 5G networks; Ahmed et al., 2020), close scholarly scrutiny of the issue— 
which turns out to give rise to a host of legal and ethical concerns— is a more recent 
development (cf. Hesselberth, 2018; Kloza, 2024).

Digitalisation (and its attendant increased reliance on the Internet, which we 
take as inherent to a contemporary gloss of the term) is a pervasive phenomenon 
and so there are any number of sectors within which we could choose to focus our 
inquiries here. To try to keep the ensuing discussion somewhat manageable, we 
have in this chapter limited it to an ethical analysis of the digitalisation of two spe-
cific sectors that are both crucial to the functioning of society:

 • Education: The shift towards online learning platforms and digital classrooms 
has created various Internet requirements for students across all levels of educa-
tion. This digital dependency is set to further increase with the proposed integra-
tion of artificial intelligence (AI) and virtual reality (VR) in educational settings 
(Chen et al., 2020; Cruz- Jesus et al., 2016; Schmidt & Tang, 2020).

 • Healthcare: Telemedicine and electronic health (eHealth) records often require 
patients to navigate digital platforms for accessing medical services and infor-
mation. This creates a level of Internet dependency that is particularly worrying 
when considering that it occurs within a sector that focuses particularly on 
the disabled and elderly, two groups that are vastly over- represented in facing 
digital competence challenges (Beaulieu & Bentahar, 2021; Blažič & Blažič, 
2020; Johansson et al., 2021).

Although many research articles have been written on the legal and ethical 
dimensions of these two domains of digitalisation, they are essentially all focused 
on the issues from the perspective of limited access— due to either inadequate 
digital infrastructures and/ or insufficient digital competence, e.g., among the afore-
mentioned disabled or elderly— what is often termed the digital divide (Van Dijk, 
2020). This is an important area of inquiry, but distinct from our focus here. In fact, 
to our knowledge, there have been no substantive, previous investigations into the 
ethical concerns that can arise from individuals choosing not to use the Internet 
despite having both the necessary digital infrastructure access and the required 
level of digital competence to do so.

In this chapter, we discuss this topic through a comparative case study of the 
current situations in Slovakia and Sweden, two European Union (EU) countries 
that inhabit opposite ends on a European spectrum of societal digitalisation. We 
begin by grounding our discussion in the weight that the Universal Declaration 
of Human Rights (UDHR) and the SDGs ascribe to education and healthcare, as 
a means of establishing the inherent ethical value of universal access to these two 
sectors. Next, we elucidate three ethical arguments that all support the general 
choice to not use the Internet. Then, we provide a brief overview of the state of 
digitalisation in Slovak and Swedish education and healthcare, respectively, before 
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applying the three arguments to these specific, real- world cases. We end by con-
cluding with some general ethical reflections on the various sorts of everyday situ-
ations that increasingly require individuals to use the Internet, regardless whether 
they prefer not to.

13.2 Ethical preliminaries

In this chapter, as just noted, we base our argument on the UDHR and SDGs. Our 
interest in these frameworks here lies not in their legal status or implications, but 
in their status as globally accepted expressions of the sorts of ethical values that a 
society ought to uphold. Although it should be acknowledged that there are sev-
eral important criticisms of the frameworks (cf. Adelman, 2018; Kopnina, 2016; 
Tasioulas, 2007), by taking their edicts for granted here— if only for the sake of 
argument— we circumvent the need to take an extensive detour into justificatory 
ethical theory. (The corollary of this is, of course, that our argument is rendered 
relative to the two frameworks, but we accept this as a cost of being able to get into 
more practical ethical concerns.)

Now, in general, the UDHR and SDGs can be seen as broadly supportive of 
the overall thrust of digitalisation and pervasive reliance on the Internet. For 
instance, Article 19 of the UDHR states that “Everyone has the right to … seek, 
receive and impart information and ideas through any media and regardless of 
frontiers” (United Nations, 1948), while the “means- of- implementation” target 9.c 
of the SDGs aims specifically to “Significantly increase access to information and 
communications technology and strive to provide universal and affordable access 
to the Internet in least developed countries …” (United Nations, 2015).

At the same time, regarding specifically education, Article 26.1 of the UDHR 
states that “Everyone has the right to education. … Technical and professional 
education shall be made generally available and higher education shall be equally 
accessible to all on the basis of merit” (United Nations, 1948). Likewise, goal 
target 4.1 of the SDGs aims to, by 2030, “ensure that all girls and boys complete 
free, equitable and quality primary and secondary education leading to relevant and 
effective learning outcomes”, while goal target 4.6 aims to, also by 2030, “ensure 
equal access for all women and men to affordable and quality technical, vocational 
and tertiary education, including university” (United Nations, 2015).

As regards healthcare, Article 25.1 of the UDHR states that “Everyone has the 
right to a standard of living adequate for the health and well- being of himself and 
of his family, including … medical care and necessary social services” (United 
Nations, 1948). Goal target 3.8 of the SDGs, meanwhile, aims to “Achieve uni-
versal health coverage, including … access to quality essential health- care ser-
vices and access to safe, effective, quality and affordable essential medicines and 
vaccines for all” (United Nations, 2015).

What conclusions might be drawn about the ethical values inherent in these 
formulations? In this chapter, we will focus on three main points.

First, the fact that both the UDHR and the SDGs explicitly target both educa-
tion and healthcare as individual rights, or goals to secure, demonstrates that these 
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two sectors have an inherent ethical value for any society. It is, in other words, of 
great ethical importance for a nation state to ensure that both sectors are sufficiently 
well- developed to offer relevant variants of their respective services. Second, and 
following from the first point, the formulations in both frameworks have clearly 
universalist ambitions. It would therefore be ethically unacceptable to provide edu-
cation and healthcare to only some subset of a population— instead, their services 
must be made generally available to everybody within the nation state.

Third, and most important for our current purposes, the universalism of the 
second point is left unspecified. So, for instance, in stating that education must 
be “generally available … to all”, the UDHR leaves open different possible inter-
pretations of what “availability” ought to mean in practice. On a very strong 
interpretation— where the term is taken to mean something like “offered in 
accordance with every individual’s personal preferences”— any requirement on 
individuals to use the Internet against their will is in prima facie conflict with the 
frameworks and digitalisation might therefore in and of itself be considered an 
ethical problem. On a weaker (and arguably much more sensible) interpretation— 
where “availability” is just taken to mean something like “offered within reason-
able practical constraints”— ethical issues are more likely to relate to digital- divide 
concerns and less, or perhaps even not at all, to an individual’s personal choice not 
to use the Internet.

Relatedly, albeit on a more practical note, any service, such as those provided 
within education and healthcare, must necessarily be offered within some sort of 
deployment architecture, of which digital access is just one possible alternative 
among many. But any feasible deployment architecture will likely benefit some 
individuals while disadvantaging others. To put it concretely, by way of a higher- 
education example: traditional, analogue, campus- based university programmes 
have often suffered from accessibility issues for those with different disabilities. 
For instance, there might be restricted physical access to different buildings and 
floors (Church & Marston, 2003), or a lack of relevant, technological in- classroom 
aids for the visually or hearing- impaired (Bishop & Rhind, 2011; Brown & Foster, 
1991). In fact, in this sense, increased digitalisation might provide net benefits for 
many groups’ access, which would count as a point in general favour of increased 
digitalisation (cf. Bhutani & Paliwal, 2015). In other words: in terms of the prac-
tical implementation of the ethical values inherent in the UDHR and SDGs, digit-
alisation might turn out to provide an overall net access gain for various groups in 
society, even if it happens to simultaneously directly disadvantage any individuals 
who choose not to use the Internet.

In other words, it would be unreasonable to think of the espoused universalism 
of the UDHR and SDGs as absolute and unqualified. Instead, any right to edu-
cation or healthcare must reasonably be considered a defeasible, pro- tanto right, 
whose ethical strength in any given context will be contingent on there not being 
sufficiently weighty countervailing considerations (cf. Kloza, 2024, where analo-
gous legal issues are discussed under the heading of proportionality). This will— as 
for pro- tanto rights generally— vary from one context to the next, and therefore 
require case- by- case deliberation, as we undertake in this chapter.
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13.3 Choosing not to use the Internet

Before proceeding to the details of our comparative case study, it is important to 
first establish some general ethical reasons why an individual with both the requisite 
access and the necessary competence might nevertheless choose not to use the 
Internet. One way of answering this question is to return to the initial point with 
which we began this chapter: prediction is difficult, and there will always be some 
uncertainties and other growing pains with any new technology, but we should 
not let that discourage us. This sort of response might opt for the oft- deployed 
comparison of the Internet with the printing press (cf. Dewar, 1998)— two revo-
lutionary developments that have had a lasting and substantial impact on, among 
other things, information dissemination, in providing novel means for significantly 
enhancing the spread of various, e.g., scientific and political ideas (Füssel, 2020; 
Uhlendorf, 1932). According to this sort of argument, critique of digitalisation is 
taken, at least implicitly, to be just as misguided as critique of the printing press: a 
naive and irrelevant nostalgia for a time that no longer exists, and which almost 
certainly was not generally preferable anyway.

We believe, however, that this sort of argument grossly misrepresents the real-
ities of digitalisation, glossing over significant ethical issues with its real- world 
implementation. Specifically, we see digitalisation not as being inherently prob-
lematic, but as being infused in practice— in its actual, historically contingent 
manifestation in the real world today— with a number of particularly malicious 
problems, of which we will raise just three: environmental impacts, system- wide 
vulnerabilities and surveillance capitalism. By looking closer at these three issues, 
we can begin to appreciate the ethical costs of the expectation that everybody must 
willingly submit to the ongoing digitalisation of society.

First, the Internet, as a technological development, is incredibly complex. For 
one, the physical architecture upon which it is implemented— the various cables and 
towers and modems, the servers and computers, the smartphones and devices— is 
almost incomprehensibly complicated (cf. Bischof et al., 2018). Furthermore, the 
various software implementations on which it depends— the operating systems and 
programs, the protocols and security certificates, the interfaces and apps— together 
constitute a vast digital ecosystem that is not only dizzyingly sophisticated in its 
technical implementation, but also in its explicit and implicit governance structures 
and rules, as distributed across numerous nation states, international and national 
organisations and large and small companies (DeNardis, 2014; DeNardis, 2020; 
Greengard, 2015).

Not surprisingly, this organic, dynamic, constantly- evolving system brings 
with it various problems and risks. One of these is the massive amounts of energy 
required to keep the Internet humming away, with some research- based estimates 
suggesting that soon 20% of global electricity consumption will go to power the 
IT industry (Jones, 2018; cf. also Lange et al., 2020). Similar concerns hold for 
the materials and resources— such as rare- earth elements— that are required to 
produce contemporary electronics, as well as the various economic and political 
impacts of this reality (Levy et al., 2017; Van Veen & Melton, 2020). In other 

 

 

 

 

 

  

 

  

  

 



The ethics of choosing not to use the Internet 205

words: digitalisation, of the variety and at the scale it is deployed today, already 
poses significant environmental threats. Therefore, continued digitalisation entails 
a further strain on energy and materials, as has been recently illustrated particu-
larly notably by the enormous energy demands of generative AI systems (Chien 
et al., 2023). These environmental (and attendant political) costs constitute an 
important— but often neglected— ethically relevant side effect of digitalisation as 
a general phenomenon.

Second, there is a growing understanding that increasing reliance on real- world 
digital solutions brings with it an escalation of various system- wide risks. There 
is seemingly no end to the number of security breaches and hacks of different 
organisations and companies that have resulted not only in the widespread dissem-
ination among cybercriminals of various forms of sensitive personal information 
but even outright attacks on different cyber- physical systems within, e.g., critical 
infrastructure, such as sewage treatment centres, railroad traffic, power plants and 
hospitals (Argaw et al., 2019; Ashibani & Mahmoud, 2017; Solove & Hartzog, 
2022; Ten et al., 2010; Yaacoub et al., 2020). These risks are effectively summed up 
by Microsoft President Brad Smith, in an address to the United Nations in Geneva, 
Switzerland (Microsoft, 2017):

We are entering a world where every thermostat, every electrical heater, every 
air conditioner, every power plant, every medical device, every hospital, every 
traffic light, every automobile will be connected to the internet. Think about 
what it will mean for the world when those devices are the subject of attack.

Most important to our current focus is the fact that these sorts of attacks— 
which, again, are already increasing in frequency and severity over time, in pace 
with continued digitalisation— are a significant risk only for specifically digital ser-
vices. There is, simply put, no equivalent analogue capacity for would- be attackers 
to effectively disable entire sectors or networks within a society, short of full- scale 
warfare. In other words, the interconnectedness of the Internet brings with it an 
astounding array of near- instantaneous, global information exchanges but also 
entails system- wide security vulnerabilities that are far easier to remotely exploit 
than any of their conceivable analogue counterparts.

A further corollary of this is the manner in which authoritarian governments can 
(and do) utilise Internet shutdowns and restrictions as a means of exerting popula-
tion control (De Gregorio & Stremlau, 2020; Ensafi et al., 2015). It follows logic -
ally that increasing reliance on digital solutions will render those solutions more 
immediately vulnerable to whosoever holds control of the digital infrastructure. In 
other words, digitalisation of basic services has, in the real world, allowed a cen-
tralisation of control that is unlike most known analogue equivalents. In this sense 
too, then, increased digitalisation incurs significant societal risks, which must be 
factored into any subsequent ethical deliberation.

Third and final, an additional, crucial limitation with obligatory use of the 
Internet is its de facto inextricability from what Zuboff (2018) calls surveillance 
capitalism, i.e., the “new economic order that claims human experience as free raw 
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material for hidden commercial practices of extraction, prediction and sales” (p. 8; 
cf. also the discussions on technological “rentiership” in Birch, 2020; Birch & 
Cochrane, 2022). Although it is in principle possible to imagine certain individuals 
making use of the Internet in a manner that does not become subject to the forms of 
surveillance capitalism elucidated by Zuboff and others, it is almost inconceivable 
in practice.

For one, the vast majority of devices that we use are directly produced by, or 
come preloaded with software produced by, one of the major multinational big- tech 
giants (Alphabet, Apple, Microsoft, etc.). And even where this is not the case— 
e.g., where a tech- savvy individual builds their own computer from various sep-
arate, carefully chosen components in order to minimise or eliminate the insight 
any one company has into their personal use of the Internet— accessing digitalised 
services, such as education or healthcare, will still largely rely on various big- 
tech platforms. For instance, a vast proportion of well- known cloud services on 
the Internet are hosted by Amazon Web Services (AWS; Wittig & Wittig, 2023). 
Similarly, most smartphone- based solutions today only work on devices running 
Android (Google/ Alphabet) or iOS (Apple) systems. In other words, in practice, 
even the most privacy- minded individual will not be able to access typical digital 
services without being required, in some manner, to contribute to the continued 
support of surveillance- capitalist big- tech giants.

Each of these three examples— environmental impacts, system- wide vulnerabil-
ities and surveillance capitalism— must be kept in mind when considering the pro-
gressive digitalisation of society. That is, they each provide some support for the 
ethical view that people should be able to choose not to use the Internet.

13.4 The digitalisation of education and healthcare in Slovakia 
and Sweden

In this section, we provide a brief overview of the relative states of digitalisation 
in the education and healthcare sectors in Slovakia and Sweden. The two countries 
provide an interesting contrast, as they are generally considered to inhabit opposite 
ends of the range of digital development within the EU. Specifically, Slovakia tends 
to rank below the EU average across most of the Digital Economy and Society 
Index (DESI) measures (European Commission, 2023a), while Sweden tends— like 
its Nordic neighbours— to rank quite far above (European Commission, 2023b). In 
other words, where Slovakia has made some progress in its digitalisation efforts 
over the past few years, it currently lags quite far behind Sweden, where earlier 
adoption of the relevant technologies has led to more extensive connectivity and 
a highly digitalised public and private sector. Similar differences in the levels of 
digitalisation in the two countries can be found across various sources and method-
ologies (e.g., Bocean & Vărzaru, 2023; United Nations, 2022).

In concrete terms, this means that life in Slovakia today is characterised by a 
mix of digital and analogue service offerings, sometimes occurring concurrently 
within the same sector, while Sweden can be considered to have dived headfirst 
into a more thoroughly and exclusively digital future. As just one example, 
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Slovakia recently passed a constitutional amendment to protect the use of cash 
for payment (European Central Bank, 2024) while Swedish commerce is today 
instead characterised by a virtual absence of cash (Arvidsson, 2019). Likewise, 
where Slovakia has only recently begun relying on electronic identification (eID) 
solutions in relation to specific services (Gregušová et al., 2022), the Swedish 
national, smartphone- based eID system Mobile BankID is today used by 92% of 
the country’s population (Internetstiftelsen, 2023), a development that has also 
seen an attendant increase in Sweden of phone and Internet fraud, online identity 
theft and related forms of cybercrime (Digg, 2024).

13.4.1 Education

The digitalisation of education in Slovakia and Sweden, respectively, has taken 
quite different paths. Sweden was early to embrace digital solutions for many 
aspects of education, a process driven largely by various national and international 
(primarily EU) strategies, as well as through the adoption of global technological 
developments (Gu & Lindberg, 2021). The COVID- 19 pandemic also required the 
country to make some adjustments, although these were— given Sweden’s pre- 
existing digital infrastructure and general openness throughout the pandemic— 
relatively limited in scope (Bergdahl & Nouri, 2021). Slovakia, meanwhile, faced 
significant, concrete pressures to provide online education to its students for the 
very first time as a direct result of the forced lockdowns implemented in the country 
during the same period. Given the state of education in the country prior to this— 
with very few digital solutions on offer— it proved to be an immense challenge.

Specifically, schools in Slovakia struggled to provide online education as they 
often lacked the necessary equipment, such as relevant hardware and software for 
their teachers or even suitable Internet connections (Ministry of Education, 2021). 
In addition, many students did not themselves have the necessary hardware and 
software or appropriate conditions: some were required to share a single computer 
with multiple other members of the household, while others did not have any com-
puter or Internet access in the first place (Ministry of Investment, 2022). In this 
manner, the lockdown restrictions exacerbated existing problems related to the 
digital divide (Nevická & Mesarčík, 2022). As just one example, the District Court 
in Prešov found that the Ministry of Education had failed to “provide [a Roma 
girl] with equal access to online distance education during the Covid- 19 pandemic” 
(Center for Civil and Human Rights, 2023). Some Slovak schools tried to offer 
solutions to these sorts of problems, including letting students travel to school to 
use computers available there, but the overall experience was one of significant 
restrictions.

What was the lasting impact of all these challenges? First, the lockdown 
restrictions seem to have directly caused a significant negative impact on student 
well- being in Slovakia (Rutkowska et al., 2021). This result is not surprising, given 
that fully online education is not considered ideal for children and adolescents, 
since the opportunity for social interactions is severely limited compared to trad-
itional classroom- based teaching (Chaturvedi et al., 2021).
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Second, as regards the level of digitalisation within Slovak education, a 2023 
World Bank survey found that, even after the pandemic, only 44% of high- school 
teachers in the country regularly used digital tools in education, only 40% used 
digital tools to connect theory with practice and only 15% offered their students 
digital tools for self- study (TASR, 2023). This is in stark contrast to Sweden,   
where digital solutions are today pervasive within the education sector, covering all 
the following areas (Skolverket, 2018):

 • Digital learning environments, which are used for managing courses, dis-
tributing materials, submitting assignments and facilitating communication 
between students and educators, as well as between educators and parents. In 
addition, Swedish educators spend a significant amount of time in the classroom 
familiarising children, from the age of six, with various digital tools, including 
dedicated time exploring tablets and computers (Skolverket, 2023).

 • Digital assessment tools, which are typically deployed online and allow 
for immediate feedback and analysis. For instance, Skolverket (the Swedish 
National Agency for Education) has recently begun transitioning to running all 
of its national tests— taken by students across the entire country in the third, 
sixth and ninth grades, as well as in upper secondary school— in digital form 
(Skolverket, 2024).

 • Online- only courses, in particular at the secondary and tertiary (higher- 
education) levels. In fact, most Swedish universities offer various complete, 
online- only Bachelor and Master programs, corresponding to between one and 
three years of full- time study in an exclusively digital context (Swedish Council 
for Higher Education, 2021).

 • Online administrative systems, used for various tasks such as enrolment, regis-
tration, attendance tracking and grade transcript generation.

To take the last point— online administrative systems— as an illustrative example, 
it is not currently conceivable for an adult in Sweden to participate in higher edu-
cation without heavy reliance on the Internet. Even if the prospective student were 
to choose to study a course that is run entirely on a physical campus, utilising 
physical books and a paper- based final exam, they would still need to (i) apply 
via the national higher- education admissions system (universityadmissions.se), 
(ii) register and enrol in the university’s online student portal, (iii) visit the online 
course schedule to verify timing and location of all classes, (iv) visit the course 
website— typically located within some cloud- based learning management system 
(LMS) such as Canvas, Blackboard or Moodle— to access any additional course 
materials, including lecture slides, (v) regularly check their student email to stay 
up- to- date with any information sent out by the lecturers or course coordinator, 
(vi) register for examinations, (vii) check their course results and grades in the 
university’s student portal and (viii) request a grade transcript via the national 
grade administration website (ladok.se) upon completion of the course. In com-
parison, while Slovak higher education— which has embraced digitalisation to a 
greater extent than primary or secondary education within the country— also tends 
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to require some use of the Internet, this is usually restricted to a limited subset of 
only a few of the points listed previously.

13.4.2 Healthcare

Much like in the case of education, there are significant differences in the extent 
to which the healthcare sectors of Slovakia and Sweden have been digitalised 
(Ardielli, 2020). And, as in the case of education, this discrepancy holds despite 
both countries being subject to a two- decade EU push for increased adoption of 
eHealth initiatives (Currie & Seddon, 2014; European Commission, 2024; World 
Health Organization, 2022).

More specifically, the Slovak system for eHealth is the responsibility of the 
National Health Information Centre, which provides various services such as 
eHealth records (including vaccination records), digital prescriptions, digital 
bookings and similar (n.d.; 2024). The Centre released its first applications in 2015 
and they have been more widely implemented since 2018, although uptake within 
the healthcare sector has been slow (Štempeľová et al., 2023). For instance, digital 
certificates for work incapacity (“temporary disability”) were launched— in collab-
oration with the Slovakian Social Insurance Institution— only in June 2022, with 
all doctors obliged to work with the system only since June 2023 (Ministry of 
Health, 2023). Nevertheless, this push towards increasing digitalisation has seen a 
growing reliance on national identification cards, which these days include an elec-
tronic chip, to, e.g., enable digital access to the eHealth system (Štempeľová et al., 
2023). In summary, although digitalisation of the Slovak healthcare sector has been 
slow, it seems to have picked up pace in the last few years, not least as a result 
of recent legal requirements that doctors and other healthcare- sector employees 
utilise the systems (cf. Bird & Bird, 2017).

In contrast to this, the Swedish healthcare sector has seen significant digitalisa-
tion over several decades, predating many of the EU initiatives and culminating in 
the country’s current “vision” that it should, by 2025, be the

best in the world at using the opportunities offered by digitisation and eHealth 
to make it easier for people to achieve good and equal health and welfare, and 
to develop and strengthen their own resources for increased independence and 
participation in the life of society.

(e- hälsa 2025, n.d.)

In practice, this means not only that most healthcare appointment bookings, 
prescriptions, medical (e.g., incapacity or vaccination) certificates, personal 
health records and similar are all available through a centralised, national eHealth 
portal (1177.se) but also that Swedes are increasingly adopting digital doctor’s 
visits via various private and public smartphone apps— a practice that took off 
during the COVID- 19 pandemic and seems to have largely continued since then 
(Internetstiftelsen, 2023). Practically all of these services are facilitated by the 
aforementioned eID solution Mobile BankID.
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13.5 Ethical analysis

As we have already established, the UDHR and SDGs provide a strong ethical 
mandate for the importance of making education and healthcare available to all, 
but how strongly to interpret this availability requirement must be determined on 
a case- by- case basis. To do so in the current context, we will now look closer at 
the Slovak and Swedish cases presented previously, through the prism of our three 
ethical arguments for choosing not to use the Internet.

First, as regards environmental impacts, the thorough digitalisation in Sweden— 
compared to Slovakia— entails a significant environmental, and hence also ethical, 
burden for the country. It is difficult to find estimates of the respective share of the 
two countries’ energy use that goes to power the various electronics that facilitate 
Internet use within them, or indeed the environmental costs of specifically digital 
education or healthcare services in either, but there are various proxy measures that 
can be investigated in their place. For instance, official EU statistics on electronic 
waste (e- waste) show that Slovakia collects 9.57 kg of e- waste per person and 
year, whereas Sweden collects 12.98 kg (Eurostat, 2023). Given Slovakia’s popu-
lation of around 5.5 million inhabitants, to Sweden’s 10.5 million, this leads to a 
noteworthy difference in the total amount of e- waste generated annually in each 
country: around 53,000 tons in Slovakia to around 135,000 tons in Sweden. These 
numbers are even more concerning when one considers that Slovakia manages 
to collect, as e- waste, 65% of the electrical and electronic equipment put on the 
market within the three preceding years, whereas Sweden only manages to collect a 
comparatively paltry 47% (Eurostat, 2023). In other words, the significantly larger 
amount of e- waste in Sweden is not due to more diligent e- waste recycling by its 
inhabitants; if anything, the numbers suggest the opposite.

Essentially then, the realities of general digitalisation in each country suggest 
that the ethical weight of environmental damage, as one reason for choosing not 
to use the Internet, weighs heavier in Sweden. That is: a more thorough general 
digitalisation in Sweden raises significantly greater ethical concerns about environ-
mental impacts, which in turn entail stronger ethical support for anybody choosing 
not to use the Internet there.

Second, as regards system- wide vulnerabilities, the ongoing digitalisation of both 
the Slovak and Swedish education and healthcare sectors— although having reached 
quite different stages— has nevertheless resulted in a significantly increased preva-
lence of cyberattacks. For instance, in the summer of 2023, Matej Bel University 
in Slovakia was hacked by a group that installed ransomware on its computers, 
resulting in the university website, as well as its email and administrative systems, 
becoming unavailable, so that staff and students could not upload assignments, 
access the results of exams or grades and so on (RTVS, 2023). Although the uni-
versity was able to restore its website and systems without paying the requested 
ransom of 500,000 USD, the risk of the breached personal data becoming publicly 
available in a leak seems to remain to this day (Denník N, 2023). Given the higher 
level of digitalisation in Sweden, it is perhaps not surprising to note that the country 
has suffered a spate of similar attacks on its higher- education institutions in recent 
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years (SVT, 2023b). This seems to be part of a global increase in cybercriminals 
exploiting the sorts of vulnerabilities that follow from increased digitalisation of 
the higher- education sector more generally (Nature, 2024). In other words, as edu-
cation in both countries has become increasingly digital, so too have the attendant 
cybersecurity risks grown.

As regards healthcare, the Slovak National Cybersecurity Centre documented 
131 cyberattacks against Slovak healthcare organisations in 2021, resulting in 
substantial financial losses for hospitals forced to pay ransoms (SITA, 2022). In 
contrast, Sweden— with its more thoroughly digitalised healthcare system— saw 
on average 662 cyberattacks per week against Swedish healthcare organisations 
during the end of 2022 and beginning of 2023 (Cederberg, 2023). Similarly, 
a recent report warns that Swedish hospitals are now among the most frequent 
targets of cyberattacks in the country (Janzon, 2024). It is important to note that 
these attacks are not trivial: among other things, they have resulted in the Swedish 
national eHealth portal 1177.se being temporarily knocked offline and the sale of 
breached hospital data on the dark web (SVT, 2023a, 2024).

These cases clearly show a strong, positive, real- world correlation between 
increasing digitalisation and increased cybersecurity risks. And although a more 
thoroughly digitalised country, such as Sweden, might arguably also have more 
experience mitigating such risks, the reality seems to suggest the opposite: Sweden 
has suffered both more numerous and more serious threats to its education and 
healthcare sectors than its Slovak counterparts. Whether this is an effect of lax 
Swedish cybersecurity practices or a simple reflection of the sheer number of 
cyberattacks occurring in each country, the ethical conclusion is (currently) the 
same. For these two countries and sectors, the threat of system- wide vulnerabilities 
as an ethical argument for choosing not to use the Internet carries greater weight 
in the more thoroughly digitalised— and therefore more vulnerable— Swedish 
context.

Finally— and perhaps not surprisingly— surveillance- capitalism arguments in 
favour of choosing not to use the Internet also become more ethically pertinent 
in the Swedish context. The realities of digitalising education and healthcare tend 
to rely heavily on contracts with private big- tech corporations offering closed- 
source software and applications. So, for instance, the LMS favoured by almost 
all Swedish universities— Canvas— is hosted on AWS, while the most common 
default office suite— Microsoft365— is known to lead to various risks for different 
long- term lock- in effects (Lundell et al., 2021). Likewise, the Swedish eID system 
Mobile BankID is only available on Android and iOS devices (BankID, 2024). 
Similar nationwide trends towards overt reliance on big- tech giants are still largely 
lacking in Slovakia, most likely as a direct result of digitalisation in the country still 
being relatively underdeveloped.

In all then, across all three arguments— from environmental impacts, system- 
wide vulnerabilities and surveillance capitalism— it seems that Sweden’s digital-
isation of education and healthcare are, compared to Slovakia’s, more ethically 
problematic. This, in turn, therefore supports the notion that individuals in (the 
more highly digitalised) Sweden have a stronger ethical claim to be free to not use 
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the Internet. That the high level of digitalisation in the country entails that such 
options are often impractical or even impossible therefore constitutes a serious 
ethical failure. In contrast, the comparatively low level of digitalisation in Slovakia 
entails that the country largely lacks both the benefits that such digitalisation might 
provide but also its risks. Ironically, the need to protect an individual’s ability to 
choose not to use the Internet is simply less relevant here, given that education and 
healthcare in the country are not as thoroughly digitalised.

It is worth noting, however, that this state of affairs does not demonstrate any 
necessary correlation between rate of digitalisation and ethical concerns— the two 
notions can be quite straightforwardly disentangled, at least conceptually if not 
practically. Even as the more digitalised country, it is not at all inconceivable that 
Sweden could have been better at repairing and recycling its e- waste, adopted 
stronger cybersecurity practices and fostered more reliance on open- source and 
other non- big- tech hardware and software solutions. That is, the ethical conclusions 
of this particular case study might look more deceptively straightforward (“more 
digitalisation =  more ethical problems”) than what might easily otherwise have 
been the case.

13.6 Conclusion

A choice not to use the Internet, despite access and competence, is not ethically 
obvious, and needs to be determined on a case- by- case basis. In this chapter, we 
have utilised a comparative case study— between Slovakia and Sweden— to dem-
onstrate that the ethical support for such a choice is stronger in the latter country 
than in the former, at least as regards education and healthcare, relative to our three 
presented arguments: environmental impacts, system- wide vulnerabilities and sur-
veillance capitalism. Nevertheless, other cases— even other sectors or arguments 
within the same countries— might have led to different conclusions. In this sense, 
at the very least, it should be obvious that the choice not to use the Internet is far 
more ethically complex than it might at first appear. As the ongoing digitalisation 
of our societies speeds ahead, it therefore behoves us to critically examine the 
various ethical ramifications of these developments with far greater scrutiny than 
has been undertaken so far.
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14  The right not to use the Internet 
to play videogames

Jonathan Keller

14.1 Prolegomena

If the idea of single- player videogaming brings to most people the image of a con-
sole or PC game running of a disc as a discrete, self- contained experience, the 
advent of always- online gaming and commercial distribution makes for a different 
reality.

Systematically, outside of a diminutive offer of “indie” titles, games are effect-
ively sold, delivered and experienced as a service, regardless of whether the actual 
features and gameplay require it.

This comes with a lot of ancillary effects: from the temptation to ship half- 
finished products (to- be- fixed- later), to the prevalence of optional (“premium”) 
for- pay content and features without which a product value may be markedly 
impaired, and brings on a number of privacy concerns and issues, when the user- 
facing product becomes a not- always- explicit vehicle for marketing, advertising 
and, in some instances, surveillance of users.

From a societal and public health perspective, the insistence that “everything 
must be online, always”, is not devoid of pitfalls: it makes more difficult to pro-
tect children and vulnerable users from unwanted influence by third parties when 
being connected to an ill- understood (and sometimes hidden to the user) plethora 
of online servers exposes the user’s activities at all times, and opens the possibility 
of unrestricted interactions with strangers.

In addition, the various Digital Rights Management (DRM) schemes put in 
place by publishers and associated End User Licence Agreements (EULA) go 
against most consumers intuitive understanding as to who owns the products osten-
sibly and expensively sold to them. Rules and laws applicable to digital content 
means they are really only effectively renting access to a service, through some-
times onerous contractual bonds users may not be fully cognisant of.

While some of these concerns are arguably brought on by the very nature of 
online gaming and digital distribution, many of these issues can be addressed by 
legislative and practical means –  at least when it comes to single- player gaming –  
despite the publishing industry longstanding efforts to take advantage of the public 
and lawmakers’ confusion as to how the digital sausage is made, exactly.
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14.2 Introduction

14.2.1 Purpose of single- player videogaming

Everyone wishes to be a hero. Everyone aspires to be admired or acclaimed “for 
great qualities and achievements”.1 Videogames provide stimulating environments 
for players to test one’s ingenuity, courage or strength. People crave a sense of 
accomplishment and being Luke Skywalker, single handedly defeating legendary 
evil empires from the comfort of one’s sofa, is enticing. Even though those 
videogames that are designed for solo play may share a general presentation not 
dissimilar to videogames of yore, they typically operate in the always- connected 
and always monitored ecosystem of Internet gaming. Whether this is to the advan-
tage of the user, consumer, and citizen is debatable, and that is the main question 
this chapter aims to explore.

Solo games purport to offer escapism, discovery, challenges, skill building 
opportunity, and general fun at the users’ leisure, and typically at their chosen 
pace. Compared to “true” online gaming, they intuitively offer a self- contained 
experience, insulated from outward interference and social pressures to compete or 
interact with others (even though those may be made available), which in the eye 
of their players can be a feature rather than a limitation.

Because of their discrete presentation, solo games also suggest completeness. 
Like a book, one picks up a solo game with the expectation everything required 
to enjoy the full experience is included between the covers. Where online games 
present themselves as ongoing services, with –  hopefully stable –  ever evolving 
playgrounds, solo games (in between major releases in the case of franchises) 
promise capsule universes to be enjoyed revisited at leisure, reliably constant.

Since many users can enjoy a dopamine discharge from hitting a goalpost or 
defeating a monster, uncorrelated to how challenging the task, and careful not 
to alienate the least “hardcore” shares of a game’s potential audience, most con-
temporary single- playing games are not geared for high difficulty or complexity, 
instead focusing more on providing a curated, adaptive experience more akin to 
what one may go through on a theme park ride than an actual competitive event 
(Bazar du Grenier, 2024).

This preference for reduced- challenge experiences eases access to first- time 
players, and controls consumers tolerance for frustration when deciding to pick up 
a game, and allows purposeful leverage thereof to stimulate the opt- in purchase of 
in- game content and advantages when faced with less easily surmountable odds at 
any later point in the game.

How readily pleasurable the experience significantly impacts the appreciation 
of a videogame by its players, which is critical for the industry. Thus, the release 
of dopamine in the player’s brain upon a victory is key (Carpita et al., 2021). It 
directly relates to the players’ “libidinal” requirement (Hunyadi, 2023) to the point 
where studies highlight the efficacy of serious games as the learning tools (Girard, 
Ecalle & Magnan, 2012).

 

 

 

 

 

 



220 The Right Not to Use the Internet

Using a slightly provocative perspective, videogaming, like pharmaceutics, 
can be used by people to access “artificial paradises” described as a source of 
addiction (Cleveland Clinic, 2022; WHO, 2024). This questionable perception is 
often used as a justification to increase control on children’s access to the Internet 
(Commission Enfants et écrans, 2024). Both pharmaceutical and videogames 
sectors require huge investments at the development phase, but enjoy huge margins 
once the product is on the market.

14.2.2 Legal protection of the videogame

Again, video games and pharmaceuticals share some characteristics when it comes 
to their legal description. Both classes of products are slippery and ill- classified 
legal creatures, owing in part to the relative “opacity” of their inner workings 
and microscopic or electronic nature. Videogames are clumsily striding the two 
branches of traditional intellectual property (IP) framework. On the one hand, both 
the continental propriété littéraire et artistique (Gaudrat, 2010), and the Anglo- 
Saxon copyright (Coats & Radfer, 1993) protect the originality of creation, expli-
citly including software and all derivatives, such as videogames. On the other hand, 
patent law, harmonised at European and international levels, grants a legal protec-
tion to software through (somewhat disputed) interpretations of the law as reward 
for investment (Keller, 2017). Even though both protections cannot be invoked at 
simultaneously, such accumulation of legal avenues and the exclusivity they de 
facto grant to right holders provide same with ample resources to be used –  even 
beyond protective needs –  as means to squelch competition and engage in abusive 
commercial practices. These compounds with technical and contractual means to 
subordinate the enjoyment of a videogame to a persistent connection to the Internet.

14.2.3 Delimitation of the subject

In stark contrast with yesteryear’s model of selling CD or DVD copies of play-
able games, sometimes augmented by online- only components and features, the 
always- online games publishers that have emerged and come to dominate the 
market since the advent of 3G cellular network and generalised domestic broad-
band access regard games as loss- leader products, aimed at luring in consumers 
for services and on- demand for pay content, and in some cases, are mere data- 
gathering devices designed to syphon as much user data as possible, to be sold to 
advertisers and other interested parties.

In this new economy of video games, new actors, such as smartphone 
manufacturers (e.g., Samsung, Apple, Huawei), operating system publishers 
(e.g., Google Android, Apple iOS), platform providers (e.g., Google Play, Apple 
Store), and mobile game publishers (e.g., Tencen, Activision blizzard, SuperCell) 
have come to dominate by fully embracing these doctrines of software as a ser-
vice and customer as a product, with the traditional industry heavyweights quickly 
following suit (Electronic Arts ranking in 700+  million US dollar in 2023). Those 
traditional “videogame- as- a- product publishers” (e.g., Ubisoft, Take2, Warner 
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Bros Discovery) and console manufacturers (e.g., Microsoft, Nintendo and Sony) 
have, thanks to this evolution, increasingly shifted towards the provision of such 
online services.

14.2.4 The right not to use the Internet to play videogames

Videogames, as a class of products, are eerily familiar and yet poorly understood 
by the general public. This owes in part to how diverse the offer has grown over 
the years, but mainly to how pervasive gaming and gamification have become 
in a society of always- online personal computing and mobile devices. Crucially, 
videogames of today do not exist in the same social, technical and economical 
space their antecessors debuted in. They are no longer self- contained, discrete 
objects, “living” on some hard drive, CD or proprietary storage medium, meant 
to come alive on demand and only within the confines of a personal computer or 
gaming console.

Almost all current games are designed, marketed and operated with the expect-
ation of permanent broadband connectivity as a given, and the legal and contrac-
tual frameworks which rules the relations between manufacturers, publishers and 
consumers ranges from confusing to opaque for the latter. Other considerations, 
such as customer acquisition (for publishers) and cost of entry (for players), 
along with competition with online gaming experiences where freemium/ pre-
mium sales models have come to dominate –  initially in the mobile gaming 
markets, but then spreading into the PC and console ones –  have a strong bearing 
on game design evolutions. Solo gaming in the 2020s needs to be –  initially a 
least –  cheap and easy to get into, incessantly enticing and rewarding to keep the 
player engaged and nagging, if need be, for the player to return often. The man-
agement, engineering and leveraging of player frustration, which used to be a 
staple of massively multiplayer online role- playing game (MMORPG). Skinner- 
box designs has become the de facto standard in mainstream game design, solo 
games not to be spared.

More and more, publishers use the Internet as an environment that could be 
considered as a “virtual kindergarten”, where people –  including children –  are 
playing under the publisher’s oversight acting as an unconcerned arbitrator within 
their social interactions. A last remark is necessary.

As this chapter will demonstrate, the right not to use the Internet shall be 
applied to play videogames to reverse the shift generated from solo to offline 
play transforming the videogame- as- a- product to online multiplayer games- as- a- 
service. The right not to use the Internet will free the players for the videogame 
providers’ monitoring allowed by the constant Internet connection. The right not to 
use the Internet within this domain could be understood as the right to enjoy freely, 
i.e., without any kind of supervision, a finished product, i.e., stripped of any critical 
flaw or bugs. But the use of the Internet to play videogames is just an excuse used 
by publishers to “explain” their laziness, reflecting in many legal interactions with 
the players. Therefore, we will plead in favour of a right not to use the Internet to 
enjoy a finished product.
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First, the IP on videogames offers to the publisher a way of escaping any kind 
of contractual liability and any warranty towards the end- user (Section 14.3.1). 
This latter faces an expensive flawed product allegedly on an ongoing mainten-
ance allowed by the connection to Internet. Furthermore, the publisher dictates 
his own conditions through the End- User Licence Agreement (EULA). This con-
tract allows the player to use the videogames within its terms creating an unilat-
eral framework limiting the player’s freedom to correct, maintain or enhance the 
flaws of the videogame (Section 14.3.2). Unfortunately, such contractual dodge is 
also present with a one- fits- all privacy policy, allegedly respecting users’ personal 
data (Section 14.4). Publishers choose the stricter legal requirement among privacy 
laws before leaving the sole application of the adequate law to the player. This 
illusion of transparency only operates a “privacy- washing” justifying the constant 
monitoring of players (Section 14.4.1). Moreover, the constant connection to the 
Internet redesigns the videogames into a platform of commercials violating the 
gamers’ right to be let alone. The ubiquitous proposing of sale creates addictions 
and moral harms to a vulnerable audience (Section 14.4.2).

14.3 The right not to use the Internet to play videogames as a 
circumvention strategy to evade the publisher’s absolute control

In this section, it will be demonstrated that the right not to use the Internet to 
play videogames guarantees players to enjoy a stable product and not flawed 
betaware. However, EULAs emphasise the IP attributes of videogames. This 
empowers the publishers to control the distribution and the maintenance of 
their work (Section 14.3.1). Videogame as IP keeps the gamers subjected to the 
publishers’ goodwill. As a copyrighted work, EULA are restricting the freedoms 
of the players to make a reasonable use of what they assume to be their property 
(Section 14.3.2).

14.3.1 The licence as means of control over videogames distribution and quality

Publishers’ control over the distribution and the quality of videogames is being 
done through the use of the licence and technical means. Both are enforced through 
a compelled use of the Internet. Such control restrains the freedom of the player to 
use their copy of the videogame at their leisure.

14.3.1.1 The copyright as a legal control over the copy of the videogame

The right not to use the Internet to play a videogame constitutes a way for the player 
to claim her ownership over their copy of the videogame. Indeed, IP distinguishes 
the support (medium) from the work itself (Benabou, 2005). Thus, copies of the 
work per se are protected whoever possesses the support. This legal fiction allows 
to transfer to the player the right of possessing a reproduction of the work and, pos-
sibly, to assign the right to use the game. In other words, a legitimate user has the 
right to sell his hardcopy/ digital copy but selling the right to use the game is much 
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harder even if the Court of Justice of the EU (CJEU) case law grants this transfer 
under the reservation of a previous distribution within the European Union market.2 
As we will see in the following, Digital Right Management (DRM) tools, system-
atically implemented in the hard copy or/ and the subsequent Internet registration, 
transform the standard contract into an intuitu personae contract. DRM establishes 
a link between a copy of the game and an individual device or user, strengthening 
the contractual connection with the first- buyer. Such technique hampers customers’ 
ability to transfer ownership of their digital goods (Wong, 2012). Indeed, most 
licences prohibit the player from selling her account to third parties. Such behav-
iour could be considered as a breach of contract,3 bringing termination and, ultim-
ately, the annulment of the account.

Lack of account activity (i.e., connection to the game or service) can also be 
used as grounds by the publisher or by the device manufacturer to terminate an 
account, despite the legal provisions provided by Directive 2019/ 770 of 20 May 
2019 on certain aspects concerning contracts for the supply of digital content and 
digital services.4 Particularly, its Article 16 states the conditions of termination of 
a service supply contract applicable to digital content, curtailing the discretion of 
publishers and device manufacturers in deleting the game from the player’s device 
past a certain inactivity period. Even if reality obviously contradicts the afore-
mentioned directive, this is routine behaviour, justified by dubious operating costs 
reasoning (burden of permanent players’ account storage).

Another way through which publishers often deprive consumers of the reason-
ably expected enjoyment of their goods is by voluntarily ending the post- sale main-
tenance and support of their products. As shown in the following, any videogame 
is “by default” originally flawed by bugs or incompatibilities, requiring publisher- 
provided patches. Issues of critical incompatibility often arise, preventing normal 
operation of a game on its intended platform, resulting in a denial of usage func-
tionally indistinguishable from the removal of the game from the user’s library. 
Halting maintenance is usually justified by the dissolution of the publisher com-
pany (Chalk, 2023) or the extinction of the franchise licence on which the game is 
based (Ricchiuto, 2017).

Of course, players may sue the publisher over the absence of conformity as 
stated by Article 8 of Directive 2019/ 770 electing the videogame as a “digital con-
tent”.5 The digital content or digital service shall

be of the quantity and possess the qualities and performance features, including 
in relation to functionality, compatibility, accessibility, continuity and security, 
normal for digital content or digital services of the same type and which the con-
sumer may reasonably expect, given the nature of the digital content or digital 
service and taking into account any public statement made by or on behalf of 
the trader.

Paragraph 3 of this very provision limits this right by allowing the publishers to 
shift the blame towards gamers failing to install the mandatory updates, even if 
only made available on the Internet.

 

 

 

 

 

 

 

 



224 The Right Not to Use the Internet

Traditionally, courts’ position tends to uphold the publishers’6 view of videogames 
as works of art.7 Such benefits could be extended to the device manufacturer for 
its hardware, as an inventor, or to the platform that is hosting a third party’s game 
(e.g., Google Play), as an author. IP laws ease judicial fast- track through prima 
facie orders. As underlined previously, even if required, the author is not required 
to provide any rationale for their handling of products licensed to consumers 
(Reddit, 2022; Streamcommunity). Videogames as “digital content” do not offer 
such protection or rights to the player, seen as a licensee without the protections 
normally afforded to private consumers. Furthermore, the technicity of the digital 
domain requires experts, resulting in long and costly procedures. Directive 2019/ 
770 applies solely to online sales, withholding protection from consumers who 
purchased their goods by brick‘n’mortar retailers from the publishers’ whim.

14.3.1.2 The technical control over the copy of the videogame

A central aim of IP laws in this context is to incentivise publishers investing in 
the creation of a work, which in this context is a videogame. Even if efficient, 
this protection is both punitive and, more and more, preemptive. Aside from 
raising public awareness of copyright issues (Captain Copyright, 2006), the enter-
tainment industry established DRM early on as the default means of stemming 
piracy. Enshrined in law to the point of subjecting membership to the World Trade 
Organization (WTO)8 to its recognition by individual states, DRM tools aim to 
enforce a single- beneficiary per licensed copy doctrine. Depending on conveni-
ence, these tools straddle criminal and copyright laws to assert their legal authority. 
The case for intrusive DRM implementation relies primarily on the notion that PCs 
provide easy access to the means of illicit duplication of proprietary software, by 
simply “burning” a DVD.

In fact, all types of gaming devices, from consoles to smartphones provide 
means of control over the installation and execution of protected software, typ-
ically through unique identifiers (Apple or Google’s ID, Sony ID) for the hard-
ware copy, the device, the user’s account or IP address, or a combination thereof. 
Oftentimes, a superfluous registration on the publisher’s website to create a manda-
tory player account is sometimes required despite other means of copy verification 
being already in play.

DRM tools’ purpose evolved beyond mere copy protection to means of policing 
user behaviour and experience, such as preventing the use of cheating tools in 
online gaming. Under the rationalisation of protecting code integrity and ensuring 
quality of their products, publishers prevent users and third parties from fixing flaws 
in a product they wouldn’t address themselves. The right to repair as projected by 
the EU falls before this goal through empowering consumers to repair by themself 
a material product (European Parliament, 2024). As we will demonstrate, Directive 
2019/ 770 provides a framework constraining the publisher to provide a conform 
product as expected.

In some cases, DRM tools come as “RootKits” embedding themselves deep into 
a user’s system files, usually unbeknownst to them, and provide fertile grounds 
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for software and hardware incompatibilities and glitches. DRM becomes a way to 
check the players’ legitimate accreditation, i.e., the right to use the game granted by 
the licence, through the automatic registration at every launch of the game (Korben, 
2024). Offline activity makes technically impossible any upload of this information 
by DRM. In such a case, the player would probably not have access to all function-
alities or, less probably, may be completely denied usage of the product, even in 
pure single- player mode. Besides copyright protection, DRM embodies publishers’ 
claims of legitimate interest in gathering personal user data, under the rationale of 
protection of the publishers’ interests, either of the cyber kind or to re- assert the 
publisher’s property rights over their IP assets.

On paper the use of these means of control is conditional upon the player 
understanding and agreement to this oversight. But players generally do not read 
licence agreements, nor do they expect the extent to which the DRM entitles the 
publishers to invade their privacy. The symbiotic entanglement between DRM and 
EULAs morphs boilerplate contracts into an intuitu personae bind.

14.3.2 The right not to use the Internet as a way to evade the publisher’s    
contractual grasp

The right not to use the Internet to play videogames could contribute to close 
two legal loopholes currently benefiting publishers through IP rights: contractual 
limitation of liability (Section 14.3.2.2) and the formalism of the contract per se, 
including the code of conduct (Section 14.3.2.1).9

14.3.2.1 The licence as a way to “defraud” the player

Through the EULA, publishers rely on the contractual framework established 
with a player. This framework requires an explicit licence recognised by the jur-
isprudence (Beurskens, Kamocki & Ketzan, 2013) as a guarantee of legal cer-
tainty avoiding copyright infringement (Keller, 2017, pp. 149– 150) or hacking 
litigations (Sieber, 2006; Chopin, 2013). In other words, the agreement of licence 
is a mandatory commitment by the end user to not infringe any copyright law. 
But through this formal agreement to the “terms and conditions” electronically 
displayed, publishers can edict unfavourable obligations to the gamers. This 
very formalism may collide with consumer protection laws, as discussed in the 
following.

The formalism of the EULA needs to be reviewed. This contract restricts cer-
tain players’ behaviour, justifying a constant oversight by publishers. To some, 
this is enough to make the case for a gamers’ right not to use the Internet to 
play videogames when not strictly necessary to the gameplay. Outside the few 
people with commercial interests related to the game who would really read such 
documents,10 general audience does not have a lawyer on retainer for everyday 
acts. Even if players are getting older, this audience is not familiar with the subtlety 
of the legalese. Clarity of purpose and legibility are only a concern for publishers 
insofar as they might deter players from agreeing to the terms of use and get in the 
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way of players signing EULAs. Per se, such a contract is usually a 30- page docu-
ment written in technical terms and never provided in a printed version as required 
by Article 19 of Directive 2019/ 770. Typical EULAs come in three forms: a long 
scrolling electronic text with a ticking box at the end, a “licence” text document 
located in the installation folder for PC games or, for hardcopy only, the famous 
“shrinkwrap licence” technique.11 DRM completes this almost obsolete formalism 
by tacitly enforcing the agreed- upon rules by checking the legitimate access of the 
players, their behaviour and the use of prohibited third party software. Under any 
assumption, the players are not fully aware of what they agreed to, including the 
way their behaviour is framed by the code of conduct codifying “Do’s and Don’ts” 
into the player’s gameplay (Sheshounet, 2024).

A EULA appendix might also describe some kind of “gameplay ethics” defined 
unilaterally by the publisher. Any violation of this code is grounds to terminate 
the agreement, as the player is presupposed “to (having) read and accepted the 
full terms and conditions”. Those ethic stipulations represent the very purpose of 
the licence as it stipulates the way the videogame, as an IP work, may be used 
by the gamer. EULAs contain legal dispositions to protect the IP per se, such as 
the prohibition to copy it or to intervene within the code, but also stipulations 
limiting gamers’ behaviour during their gaming experience. Such stipulations rely 
indirectly on the “traditional” IP rights by limiting the purpose of the work to a 
specific purpose –  i.e., the way the licensee uses it. Yet, the gamer are licensees 
allowing the publisher to limit the freedom of the players. Even if the game is 
completely scripted,12 the interactions between all experiences lived by the players 
cannot be completely expected or regulated by the publishers. Some actions can be 
subject to serendipity effects due to the numbers of players or to development bugs 
(Sheshounet, 2023). Even as an IP work, the videogame could evolve independ-
ently, eluding the author’s control, through the players’ social interactions. Thus, 
publishers try to regulate those unexpected behaviour through the code of conduct. 
However, the publisher alone is able to appreciate what constitutes a behavioural 
misdemeanour,13 which would lead to a breach justifying the termination of the 
agreement. Such termination would result in the player’s account being deleted 
and, eventually, to the player himself being banned from all associated services, 
including those intended to provide appellate venues against this sanction. In other 
words, the right not to use the Internet to play videogames would protect the solo 
player’s right to be free from any kind of oversight (see, infra, at 14.4). But this 
freedom is strictly limited to a one player campaign. In a multiplayer game the 
solution developed through case law for the social media platform’s community 
guidelines could be applied to regulate interactions between players (IMCO, 2020). 
The latter’s situation is handled mainly by the communication law; multiplayers’ 
games could be perceived as an adapted social media support. Since social media 
is an “Internet- based platforms which allow for interactions between individuals or 
the broadcast of content to the wider world and which are far more interactive than 
traditional broadcast media” (LexisNexis, 2024) and that multiplayers’ games fill 
to all those conditions.
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14.3.2.2 The right not to use the Internet to play videogames allows to minimise the 
impact of publisher’s deficiency

According to the established narrative associated with videogames as a copyright 
work, the publisher is free from any liability associated with IT developments 
errors. A copyright work enjoys the right of integrity, prohibiting any modifi-
cation by unauthorised third party (corrective patches included). The EULA 
prohibits licensed players from attempting repairs on their own, regardless of 
functional bugs, security flaws or system errors. This integrity protection clause 
was grandfathered by the general software industry, where paid maintenance is a 
traditional ancillary service (Huet & Bouche, 2011; Le Tourneau, 2015). At the 
dawn of this industry, public authorities raised this issue, to which the publishers 
objected such a liability would place an unnecessary burden on their trade devel-
opment. A few decades later, the threat of shouldering liability for such flaws 
came to be regarded as threatening enough to warrant further restriction of end- 
user recourses, due to the sheer costs stemming from a wider insurance cover 
(Keller, 2017; Weber, 2012). In other words, acknowledging responsibility for 
such flaws would trigger judicial reparations leading to increased insurance costs, 
leading to raising the price of software. Thus, several regimes were set up: a spe-
cific one for B2B allowing the mitigation of such stipulation through negotiation. 
Players, on the other hand, are end- consumers, and lack the opportunity to nego-
tiate the standard contract provided by the publisher.14 Thanks to the American 
kinship of the EULA, Article 2- 719 of the Uniform Commercial Code requires 
publishers to emphasise the formalism of the stipulations related to limitation of 
liability by making it “conscionable”, i.e., written in capital letters or in bold. 
Hence, publishers remain solely liable for “physical” damage, but not for bugs 
and errors. Videogames are allowed all the inherent flaws of software, i.e., pro-
gramming mistakes. The protection granted by IP laws over publishing a flawed 
videogame is justified by the pretense of the will of the “artist” to publish his 
work “as is” (Bitan, 2010). Laws reserve the right to correct those flaws solely 
to the author, granted on his right of integrity on his work, even if, in reality, that 
monopoly is deemed to be a reward for investment (Geiger, 2004). For example, 
French IP laws offer the authorised user the right to correct errors (Gaudrat, 1988), 
but only if the author does not retain this right (L 122- 6- 1 CPI), i.e., through the 
licence/ EULA, which prohibits it by default.

Regarding sectoral specificities, an unfinished videogame is deemed to materi-
alise the original idea of the author and thus enjoys the copyright benefits. For many 
titles the winter holiday season and its associated gift giving is critical and justi-
fies shipping first and fixing later. The assumption of always- online has enabled 
publishers to normalise post- sales fixes in the form of patches, update, etc., and 
to establish these practices as industry standards. The United States (US) Federal 
Trade Commission (FTC) has solved this issue by using consumer law.15 EU law 
take on the matter comes in the aforementioned Directive 2019/ 770 and through 
the New Product Liability Directive. Nonetheless, the CJEU keeps repeating that 
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IP laws prevail on the contractual aspect, negating any hope of effective protection 
for players.16 The “Game- as- a- Service” model advocates for an “infinite work in 
progress” interpretation, sheltering publishers from any kind of liability.

To conclude, from an IP perspective, commercially releasing a videogame is 
equivalent to publishing a finished work, which is protected by the “integrity” right 
from any third- party action. In such situation, the right not to use the Internet to 
play videogames could compel the publisher to supply a “conform”, as demanded 
in Article 8 of Directive 2019/ 770, videogame which means a bug- free version of 
the game, i.e., not requiring any upgrade. The publisher would then be in a situ-
ation similar to what it was prior to the generalisation of the Internet, without the 
ability to upgrade an unfinished product or to oversee the player’s activity. While 
Directive 2019/ 770 and contract law could provide an adequate answer, its applica-
tion relies on costly procedures triggered and supported by players.

In the eyes of publishers, the player is not only suspected of being a fraud-
ster, a cheater or unwilling to pay for the product, yet also regarded as a “cash 
cow” to tap for never ending streams of revenue. That perspective translates into 
the limitations stipulated by the EULA and the code of conduct, as that contrac-
tual framework justifies intruding into the player’s gameplay. This argumentation 
underpins the progressive transformation of videogames from end- products to 
support for derivatives and secondary income. Same rationale justifies publishers 
processing personal user data to every extent possible. Thus, the right not to use the 
Internet can be supported by the right to privacy.

14.4 The privacy protection enhanced by the right not to use the Internet 
to play videogames

The right not to use the Internet to play videogames could be seen as integral to 
the protection of players privacy (Section 14.4.1), and simultaneously spare them 
unwanted solicitations (Section 14.4.2).

14.4.1 The right not to use the Internet: enhancing the right to privacy

The right not to use the Internet to play videogames is supported by the two different 
temporal periods of the right of privacy: the right to be let alone (ancient concep-
tion) and the protection of personal data (new conception) (Rossi, 2024). The first 
conception applies fully in our context as leaving the player to enjoy the gameplay 
without any third- party interference (see 14.4.1.2), whereas the modern conception 
is specifically aimed at the protection of personal data and the associated data pro-
cessing during an offline experience (see 14.4.1.1).

14.4.1.1 The scrutiny of offline gameplay

Going through six different privacy policies edited by five different publishers 
(Ubisoft, Take 2, Warner Bros Discovery, Epic Games, Bandai Namco), all of 
them touch on matters of offline player’s privacy. These documents inform the 
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player on the nature of the personal data collected, how such data are collected and 
processed, and for how long.

A first issue rises from the determination of applicable law. Rather than picking 
a single doctrine, publishers choose to refer to both the dispositions of the EU 
General Data Protection Regulation (GDPR) and the California Consumer Privacy 
Act (CCPA) in their privacy policies. Yet, publishers willingly ignore some classes 
of gaming devices (PC and consoles) where the same rules of personal data pro-
tection shall apply, as they do to mobile devices. For example, Article 5(2) of the 
ePrivacy Directive17 requires that any deposit of files on the players’ device should 
receive their prior consent. Analysis of those different privacy policies shows 
this requirement is met only for the cookies stored on players mobile devices and 
publisher’s servers.18 No information is available for other devices where similar 
exchanges happen, such as consoles or computers.

Further inspection reveals the true flaws of such data gathering: its inaccess-
ibility and its unreadability by the user whose information is harvested. The whole 
process is therefore impossible to be grasped by the player, and comforts two 
decades worth of legal design studies. Those show how a full grasp of privacy pol-
icies evade anyone without a PhD in law (McDonald & Cranor, 2008). The issue is 
worsened in a consumer space where people are unlikely to read the fine print. The 
phrasing of privacy policies drafted by publishers’ privacy officers actively works 
against legibility and accessibility by the layman. See, for example, Warner Bros 
Discovery’s privacy policies that use a unique form to describe all the processes 
related to the collection of personal data in (1) their videogames, (2) their theme 
parks, and (3) their websites.19 To give another example, Bandai includes its job 
application process in its videogames’ privacy policy.20

Such a situation highlights the challenges of the race to the best law, i.e., the oppor-
tunistic choice of a law by a publisher among several applicable laws, particularly prob-
lematic for a “sovereign” domain21 such as personal data. For example, game console 
manufacturers’ privacy policies mainly focus on the hardware maintenance, including 
cybersecurity and software compatibility issues.22 For those purposes, they use the 
dubious notion of “legitimate interest”, i.e., a data processing without the player’s con-
sent –  even the knowledge –  of the data subject, which is generally accepted in such a 
context. The question of uploading gameplay data after a certain disconnection time of 
the game console raises a similar issue. Even if explicit rights are granted to the player, 
with the provision not to be banned for contract breach, it is impossible to know which 
data are uploaded. To sum it up, the ability to play videogames on a console implies 
accepting the privacy policies. Due to all this legalese, intertwinement complicates the 
determination of which data are collected from offline activities.

The alleged “choice” takes the form of an “opt- in”, which actually forces the 
player to endure an undetermined process of personal data collection, and, in par-
ticular, an analysis of the player’s gameplay behavioural record. For example, 
some privacy policies stipulate things like “profile inference”,23 “usage data”,24 or 
“deriving aggregated data”.25 Such terms are synonyms for “personalised recom-
mendation system” using such processes to promote some commercials within the 
game to entice the player into in- game purchases.
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14.4.1.2 “The only way to get smarter is (not only) to play with a smarter opponent”

Playing does not automatically mean competing. Gaming is known to be a way to 
relieve stress, to develop cognitive skills and to combat loneliness (APA, 2023). 
Some players just want to have fun without any intervention from any third 
parties. Even if some videogames enable competition between players through 
small skirmishes,26 those interactions have little or no impact on the narrative of 
a solo campaign. A videogame is an entertainment medium supposed to satisfy 
the players’ specific needs according to the modalities of their choice. And this is 
where the right not to use the Internet to play videogames shall be understood as 
the right to be let alone to enjoy one’s pleasure without any incursions from third 
parties.

In such a case, players shall enjoy a freedom similar to bookreading (Tricoire, 
2002; Lochak, 1994) or to use a “stimulant for auto- eroticism”.27 Users consider 
the videogame as a manifestation of privacy much wider than what happens behind 
the closed doors of their home because of their actions with the work, players 
are not just a passive audience as in traditional IP work but real actors in their 
gameplay. In a solo campaign, players don’t expect nor desire their behaviour 
and playstyle judged by a third party, and should be free to express their best or 
worst version of oneself. The reasonable expectation of privacy (Winn, 2016; Kerr, 
2007) is at its highest level. As Justice Harlan explained it in US Supreme Court’s 
Katz,28 the reasonable expectation of privacy is a “twofold requirement, first that 
a person have exhibited an actual (subjective) expectation of privacy and, second, 
that the expectation be one that society is prepared to recognise as ‘reasonable’ ”. 
Both conditions should be easy to meet, as players do not expect to be oversighted 
during their gameplay.

In his dissenting opinion in Chocholáč, European Court of Human Rights 
(ECtHR) Judge Wojtyczek proposes to include within privacy protection “any 
domain an individual considers important for (oneself)”. Such extension may 
include videogames as it already does for pornography. Both domains provide 
fantasies where victims or partners are either artificial or consented. Both cases 
are fictions without any other purpose but to satisfy the customer’s enjoyment of 
a fantasy. There is no (direct) damage incurred from this consumption, even for 
the most violent acts.29 However, in videogames, those abuses are strictly limited 
to violent content because explicit sexual behaviour displayed by a videogame 
are prohibited for public order reasons. Even if sex sales, videogames displaying 
sexual or suggestive content are kept from the common distribution networks since 
those products are subjected to a systematic censorship by American law.30 Of 
course, suggestive contents are present in regular videogame, but those contents 
are rewards offered by developers to adventurous players as easter eggs (Houston 
Press, 2012) or as a marketing gossip to attract strollers (Gamefaqs, 2023; Tro- 
online, 2020). Videogames have more leeway in portraying acts of violence, as is 
customary in traditional plots of “classic pieces of literature”.31 Because videogame 
publishers and console manufacturers cannot certify efficiently the actual age of 
players (which is self- declared), videogames platforms can only offer some “adult” 
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content but not “adult only games”.32 Even if such content can be displayed on 
any other medium33 under the reservation to not “appeal to prurient interest”34 be 
obscene (Silverstein, 2020).

As it was with comics and mangas in many countries, the case for children pro-
tection is raised to bear in restricting distribution of “harmful” contents (Silverstein, 
2020). However, even as customs and laws stay the same players grow older and 
their entertainment needs in solo gameplay evolves. Modern videogames allow 
players to be, within their framework, either a saint or a demon. Such freedom 
could be linked to the protection of the right to personal development, and more 
precisely to personal autonomy,35 away from any unwanted attention.36 Such rights 
are directly linked to Article 8 of the European Convention of Human Rights 
(ECHR) and specifically for children by Article 6 of United Nations Convention 
on Rights of a Child (UNCRC). However, the disclosure of such private behaviour 
would not have any real impact on the public where all acts are … fictional.

The right to not use the Internet to play videogame could extend the same 
guarantees offered to preserve the privacy from any kind of unlawful interfer-
ence at home as entitled by Article 8 ECHR and subsequent personal data texts 
(Convention 108+ , GDPR, …). In a solo gameplay, the player has a reasonable 
expectation of privacy while being in a fantasy world. There is no expectation of 
personal data processing based on “usage information”.37

14.4.2 The right not to use the Internet to play videogames offers a protection    
from distress and addiction

The right not to use the Internet would compel publishers to rethink their business 
models by easing off relentless sales pitches and commercials within the game 
(Section 14.4.2.1). But, more importantly, this right may allow children to fully enjoy 
the best of this industry by keeping them from toxic communities (Section 14.4.2.2).

14.4.2.1 Addictions as a business plan

Current online games sometimes bring “Ubik” to mind. In this Philip K. Dick’s 
novel, the main character pays systematically for each single service provided by 
his own apartment’s commodities. “Microtransactions”/ “in game purchases” seem 
to use Ubik’s fiction as a recipe for online games design, where purchases are 
pushed on players as a way to save themselves from the “fun pain”, i.e., the toil 
of repetitive tasks and chores (like “farming” or “looting”) required of them to 
advance through the game.

In- game sales are not per se detrimental to players. Some publishers provide 
decent freeware and only request players to pay for new features. But this ben-
evolent business model is unfortunately limited. Microtransactions in videogames 
represent the best reason to enact a right not to use the Internet to play videogames. 
This business model directly impacts children’s psyche by nurturing a blur between 
“virtual currency” and “real money” through the implementation of dark patterns 
schemes (EDPB, 2022) pushing children to “borrow” their parents’ credit cards 
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to get to desirable content. Unsurprisingly, publishers have shown little enthu-
siasm in providing consumers preventative or remedial mechanics to mitigate such 
“impulse buys” (Latham, 2023; Ouest France, 2023).

A few political initiatives are encouraged by lawmakers in Europe, but except 
for game console manufacturers implementing better controls, the mobile game 
publishers have been unresponsive to these calls, leading the European Parliament 
to draft a resolution aiming at providing a safer framework for microtransactions 
in videogames.38 So far, no actual real case- law addresses has created precedent 
on that issue, resulting in the European Data Protection Board (EDPB) to pro-
vide some indirect clarity on the matter with the concept of “dark patterns” in 
its binding decision 2/ 2023 regarding TikTok. This authority takes note of their 
“negative impact for the protection of (…) their fundamental rights and freedoms”. 
In that decision, dark patterns are qualified as leading “subconsciously” (children) 
“to decisions violating their privacy interests”, and are amplified through “video 
Posting Pop- Up”, reinforcing the nudging effect. But such reasoning based on 
“obfuscation techniques” is correlated to personal data, even if used in videogames 
to hide the amount spent by the player (Latham, 2023).

Some recent US decisions explain this lack of reaction from the industry, des-
pite the EU’s will to push for a sectoral regulation, in a twofold reasoning.39 The 
first part lies on the immunity of the “interactive computer service” provided by 
both defendants. Even if they receive some fees from every microtransaction billed 
by a publisher, the distribution platforms are merely displaying content that was 
placed on that service by another party, and –  on a legal standpoint –  aren’t acting 
as an official agent. The second and main part of the judges’ reasoning is based on 
the absence of harm caused to the end- users from playing videogames.

14.4.2.2 The right not to use the Internet to play videogames as a safeguard   
against moral harm to children

Moral harms resulting from both videogames and the Internet are a complex 
“social issue” (Manrique, 2021). Apart from creating a chilling effect (De Marco & 
Aeris, 2022; Lequesne & Keller, 2023) around the censorship of the content, thus 
endangering freedom of speech, such recognition would open many litigations, 
jeopardising the videogame industry first, then possibly every brand of entertaining 
industry displaying violent content. Both the United States and Europe envision 
freedom of speech as the support of the right to “shock, offend or disturb the State 
or any sector of the population”.40 However, children are deemed vulnerable to out-
side influence to an extent beyond that of the adult population, warranting specific 
protections for them to thrive as stated by the UNCRC. Salesmen in game stores do 
not really care about the matching the purchaser’ age and the labels edited by PEGI/ 
ESRB.41 Moreover, the lack of serious age control (Lausson, 2024) questions the 
efficiency of the mechanisms aiming to prevent the youngest ones from accessing 
“mature” videogames.

There is no doubt that a violent game may cause children to have nightmares, 
but an important reservation is made about opening the Pandora’s box of awarding 
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judicial damages on the basis of emotional distress. In other words, so far, no case- 
law recognises a direct harm from electronic content (mis)uses (Levallois- Barth 
& Keller, 2022). Furthermore, the two sides of the Atlantic have a different legal 
interpretation of such prejudice, even if, in both cases, judicial courts do not qualify 
it as a damage.

14.5 Conclusion

The right not to use the Internet to play videogames requires a claim in order to 
save the realm of dreams of the entertainment from a complete privatisation. The 
absolute risk being to ransom gamers from their artificial paradise with an annuity 
system demanded by a constant connection instead of granting them a positive 
right on their copy of the game. The multimedia nature of the videogame, i.e., the 
mix of photographic and video material based upon a software development, put 
this work under an unlimited protection against its users, even if the videogame 
maintenance is ended for decades, even if the operating system emulating it is 
obsolete, even if the publisher’s company has been terminated. Thus, creating a 
right not to use Internet to play videogame allows the legitimate players to enjoy 
their possession as they should. Furthermore, the right not to use Internet to play 
videogames allows an informational privacy to the gamers to put third parties add- 
on or patches to enhance the gameplay and to go beyond a scripted adventure. This 
bubble also keeps vulnerable audience from facing a tailored commercial commu-
nication hidden within the videogames. Where traditional works allow fandoms, 
i.e., the rewriting or side quests of some popular novels/ characters, modern works 
deny this right thanks to the constant connection.
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15  An exploration of the child’s right not 
to use the Internet
Disentangling from the digital web

Eva Lievens and Valerie Verdoodt

15.1 Introduction: children’s increasingly digital lives

Recent policy documents at international (United Nations Committee on the Rights 
of the Child, 2021) and European level emphasise how essential Internet access 
is for the realisation of children’s rights, and more specifically “for their inclu-
sion, education, participation and for maintaining family and social relationships” 
(Council of Europe, 2018). In the different spheres of children’s lives, and for edu-
cational, communication and leisure purposes in particular, the Internet has become 
indispensable. Schools impose the use of online learning platforms, friendships are 
maintained predominantly through mobile apps and online gaming platforms have 
taken over from playgrounds.

The shift towards a more intense and seemingly obvious use of technologies inten-
sified during the COVID- 19- crisis (Madigan et al., 2022; OECD, 2021). Amidst this 
digital transformation, the fundamental question regarding whether children have or 
should have a right not to use the Internet emerges as a pertinent concern. Childhood 
in a digital era is datafied and recorded to an unprecedented extent (Lupton and 
Williamson, 2017), leaving increasingly little room for experimentation in a phase 
of life where this is crucial (United Nations Committee on the Rights of the Child, 
2016). Indeed, as the digital environment they are exploring, communicating and 
learning in is no longer free of supervision and tracking, concerns have been raised 
about its potential chilling effects (Center for Democracy & Technology, 2022). For 
example, children may become hesitant to search for certain information, engage in 
certain conversations or ask critical questions. Moreover, the lack of control over 
the management of their personal data can hinder their ability to develop, learn and 
explore their own identities (Milkaite, 2021).

In the broader debate on a right for children not to use the Internet, different 
strands of ideas are apparent, reflecting the “3Ps” that have been argued to be 
engrained in the United Nations Convention on the Rights of the Child (“UNCRC”; 
UN General Assembly, 1989): provision, protection and participation (United 
Nations Committee on the Rights of the Child, 2009). Many of the provisions of 
the UNCRC are rooted in a protectionist approach offering safeguards against 
specific dangers to which children are vulnerable, such as Article 34 on protec-
tion from sexual exploitation. However, the UNCRC also emphasises children’s 
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capacities and strengths as active rightsholders. A key principle of the UNCRC is 
that children should not be viewed solely as vulnerable victims, but also as social 
actors who require support as they grow up. Thus, the UNCRC also includes a 
provision dimension, as children have the right to be provided with the resources, 
the skills and services needed for their development. Additionally, the participation 
dimension of the UNCRC requires that children be empowered to actively engage 
in society, such as by having a voice in the decision- making process on policy 
issues that impact their lives.

Whereas in recent policy and academic discourse on children’s rights in the 
digital environment the focus has been on the importance of providing children 
with Internet access and opportunities to benefit from digital technologies more in 
general, there are also increasing concerns about the risks that children encounter 
online, and the time they spend on apps and mobile devices. This had led a number 
of policymakers in different countries and regions to consider restricting access to 
devices (predominantly smart phones) and online applications –  either in general 
for children under a certain age or in specific contexts for certain periods of time 
(such as schools). Such proposals are inspired by the (perceived) need to protect 
children by means of prohibitions to use the Internet, and not necessarily by a right 
that children would have not to use the Internet. The question arises whether such 
a right would be in the best interest of the child (Article 3 UNCRC) or whether 
the rights that are contained in the UNCRC that aim to offer protection to children 
(e.g., the right to privacy, the right to protection from economic exploitation and 
the right to protection from violence) offer sufficient safeguards to remedy the risks 
in the digital environment. Whereas both the discussions on provision and protec-
tion measures affect children significantly, they are still only rarely actively asked 
to participate in those debates (Article 12 UNCRC).

In this chapter, we explore how the established debates on provision of Internet 
access to children and protection through restricting access and use are linked to the 
emerging discussions on the right not to use the Internet for children. We investi-
gate recent policymakers’ initiatives, academic literature and studies which include 
children’s voices to identify arguments both in favour of and against the shaping of 
such a right, from a children’s rights perspective. Our focus lies on children’s rights 
instruments and debates at the level of the United Nations, the Council of Europe 
and the European Union. In addition, we use illustrations from a selection of coun-
tries where policies have been proposed or adopted which impact children’s access 
to and use of digital technologies.

15.2 Provision: the importance of access to the digital environment

The Committee of Ministers of the Council of Europe adopted the first compre-
hensive recommendation on the rights of the child in the digital environment in 
2018. It could be argued to be symbolic that “access to the digital environment” 
was put first in the order of the rights that are discussed in this document. The 
committee emphasises that having no or limited access to the digital environ-
ment (for instance, due to poor connectivity) may affect children’s ability to fully 
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exercise their human rights (para. 10), such as their freedom of expression and to 
receive information or their freedom of assembly and association. Moreover, states 
are encouraged to ensure that “all children have adequate, affordable and secure 
access to devices, connectivity, services and content which is specifically intended 
for children” (para. 11). Aside from this general statement, guaranteed access in 
specific settings, such as education or care settings, is also stressed.

The same approach was taken by the United Nations Committee on the Rights 
of the Child in their General Comment No. 25 on children’s rights in relation to 
the digital environment, highlighting that “[m] eaningful access to digital technolo-
gies can support children to realize the full range of their civil, political, cultural, 
economic and social rights” (2021, para. 4). To ensure digital inclusion, states are 
encouraged to allocate public resources to “promote the equality of access to, and 
affordability of, services and connectivity” (para. 28). They should also guarantee 
that children have access to information in the digital environment and that the exer-
cise of that right is limited only if the conditions included in Article 13 UNCRC are 
fulfilled (i.e., restrictions must be provided by law and be necessary for the respect 
of the rights or reputations of others; or for the protection of national security or of 
public order or of public health or morals). In specific areas, such as health (para. 
93) and education (para. 99, 101 and 102), or for particular target groups, such 
as children with disabilities (para. 89) or children who live in remote areas (para. 
102), access to the digital environment is put forward as particularly important. 
In relation to education, children themselves pointed to the importance of digital 
technologies to enhance their access to education and support their learning and 
participation in extracurricular activities (para. 99) during the consultations that 
were held in the run- up to the drafting of the General Comment. States should thus, 
according to the committee, invest in tech infrastructure in schools and for distance 
learning, where this is necessary (para. 101 and 102).

At the level of the European Union (EU), the European Declaration on 
Digital Rights and Principles for the Digital Decade (European Commission, 
2023) commits to providing all EU citizens –  hence, including children –  with 
access to affordable and high- speed digital connectivity. The Better Internet for 
Kids +  Strategy (European Commission, 2022) also emphasises that children need 
a reliable and affordable Internet connection, and suitable digital devices, in order 
to benefit from digital opportunities.

The red thread in and across these policy documents is that states should remove 
potential barriers to access to the digital environment for children –  which may be 
infrastructural (lack of mobile coverage or connectivity), financial (low incomes), 
linguistical or political –  because of the rich opportunities for the realisation of 
their rights that such access could provide them with. Yet, having actual access to 
the Internet does not automatically mean that children also want to use the Internet. 
Reasons why children may choose not to use the Internet could vary, from a desire 
to live their lives away from social media, for instance, to acts of civil disobedi-
ence (Kloza, 2024; e.g., online or virtual school strikes; Mattheis, 2022) or as a 
reaction to intimidation they have experienced online. In certain circumstances, 
children may not have a say in whether they want to use the Internet or not. Using 
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the Internet might be contrary to religious beliefs, imposed by parents on their chil-
dren. Moreover, as Kloza (2024) argues:

the use of the internet has increasingly ceased to be a mere option, a choice, 
a (legal) entitlement or (some form of) a right, […] people have become (de 
facto) obliged to or –  at least –  nudged towards the use of internet to exercise 
their rights or fulfil their duties, as a way of partaking in social or economic life.

Arguably, this is also the case for children. To what extent can a child or their 
parent(s) object to using a digital learning platform if the school mandates this, for 
instance?

From a children’s rights perspective, these questions could be framed against 
the principle of the best interests of the child, laid down in Article 3 UNCRC. This 
principle entails that in all actions concerning children, their bests interest must be 
a primary consideration (United Nations Committee on the Rights of the Child, 
2013). Whereas there is a strong consensus on the fact that having access to the 
Internet could be essential for the realisation of certain rights, there might perhaps 
also be circumstances in which it might be in the best interests of the child not to 
use it, to disconnect from it or to have offline alternatives for certain activities (e.g., 
in educational settings or in the context of play). The question then arises whether 
“a right not to use the internet” could be derived from the principle of the best 
interests of the child, and in which circumstances this might be relied upon and to 
what extent. The “best interests of the child” is a particularly useful principle where 
various children’s rights conflict or are in tension (Livingstone et al., 2024), which 
could be argued to be the case when reflecting on whether access to the internet 
should be reconsidered where it for instance negatively impacts mental or physical 
health (see also, infra, under 15.3. Protection).

At the same time, in the context of the UNCRC, we could wonder whether 
a specific “right not to use the internet” is actually necessary in this context, or 
whether this is already engrained in the rights that are included in the UNCRC 
or –  at least –  could be read in them, when interpreted in a teleological manner. 
An example, for instance, relates to the right to play (Article 31 UNCRC). While 
the General Comment No. 25 acknowledges the importance of digital forms of 
play, the committee also points out that it is vital that this is balanced with offline 
alternatives, in physical locations where children live, and which allow for face- 
to- face interaction (para. 109). Whereas such alternatives should be provided by 
states, the industry can also play an important role, for instance by offering settings 
that allow to set time restrictions and introducing responsible videogame design, 
such as pop ups that show how much time a child spends in a game and nudge them 
to switch to offline forms of play after some time (Livingstone and Pothong, 2021). 
A similar observation relates to Article 13 UNCRC, which attributes the right to 
receive information and ideas of all kinds, through any media of the child’s choice. 
While this includes online information, of course, it also still applies to offline 
forms of information.
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It thus seems that (at least) certain rights should be understood by states as 
requiring them to offer or support “offline” alternatives to online experiences 
or content. Whether this also means that educational institutions, for instance, 
should provide students with the possibility to opt out of the use of digital 
platforms or devices for school activities or schoolwork might be less obvious 
and depend on the way in which school systems are organised at the national 
level. In certain countries, such as Belgium and the Netherlands, the constitu-
tionally guaranteed freedom of education entails high levels of autonomy for 
educational institutions to organise the running of schools, including deciding 
on teaching methods and the pedagogical project, without interference from the 
government (Eurydice, 2023). Schools will be able to make decisions on the use 
of digital platforms and devices, and parents who want to register their child as 
a student, will often be required to agree to the school rules which detail which 
and how digital platforms will be used. Parents who do not agree to the school 
rules will need to enrol their child in another educational institution. Interference 
by the government with the institutions’ autonomy could be justified in cases 
where other fundamental rights are under threat but requires a careful balan-
cing exercise of the rights and interests at stake. This might become increas-
ingly relevant considering the emerging and increasing evidence regarding the 
impact of the use of digital devices in school settings on the development, well- 
being and learning activities of children (Smale et al., 2021; UNESCO, 2023; 
infra). In certain countries, awareness about the pressure children experience 
because digital platforms allow teachers to send assignments at any given time 
or parents can continuously monitor grades is growing (De Standaard, 2024). 
Such concerns increasingly lead platforms to include “disconnection” features 
in their design. This could, for instance, entail that messages cannot be sent or 
delivered between 7 p.m. and 7 a.m.

Another context in which the right not to use the Internet is often explored for 
adults relates to the interaction with government or public bodies, for instance, 
regarding the availability of local government offices where citizens can engage 
in face- to- face interaction, or the possibility to submit tax returns through other 
than digital channels. It could be argued that specifically for children, questions 
regarding the right not to use the Internet are perhaps somewhat less relevant in this 
particular context, given the fact that it will often be the parent who will represent 
the child in interactions with the government.

Reflecting on whether there should be a right not to use the Internet for chil-
dren, we might wonder whether we are asking the right question. Do we perhaps 
mean a right to sometimes not use the Internet or to have offline alternatives in 
certain contexts? Are we not searching for a balance between online and offline 
activities for children, benefiting optimally from the opportunities of technolo-
gies while being mindful of the advantages of offline alternatives? Arguably, the 
latter is engrained in certain articles related to provision in the UNCRC and should 
motivate states to pay sufficient attention to this when establishing policies and 
regulatory frameworks.
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15.3 Protection: prohibiting or restricting children’s use of digital    
devices or apps

Aside from policymakers’ consensus on the importance of providing children with 
the possibility to access the Internet, in recent years, policy debates in different 
countries around the world increasingly focus on protective measures that, to 
varying degrees, directly or indirectly limit children’s ability to use the Internet or 
enjoy screen time.

15.3.1 Overview of different types of restrictive measures proposed or introduced

The strictest measures being proposed are aimed at completely banning or sig-
nificantly limiting children’s access to screens or connected devices such as 
smartphones and game consoles, with notable examples in France or China.

In France, a multidisciplinary committee of experts in psychiatry, neurology, 
epidemiology, education and law was set up by the government in January 2024 
to evaluate children’s exposure to screens and develop recommendations for 
policy. The committee’s final report, which included input from young people, 
recommends a range of measures tailored to different age groups (Bousquet- Bérard 
and Pascal, 2024). In particular, it calls for a complete ban on screen time for chil-
dren under the age of three and suggests that screen use from the age of six should 
be allowed only under supervision.

Similarly, in 2023, the Chinese government issued draft guidelines for public 
consultation on children’s screen time, consumption of online content and their 
autonomy in downloading apps and content (China Law Translate, 2023). These 
“Guidelines for the Establishment of Minors’ Modes for the Mobile Internet”1 
propose, among other things, limiting smart device use to forty minutes per 
day for children under eight years old, focusing the content they consume on 
education, hobbies and interests, and having parents give permission for app 
downloads (Daum, 2023). In addition, app developers, app store providers and 
smartphone manufacturers would have to work together to create a compre-
hensive mode for minors (Yang, 2023). This would be a built- in setting in all 
mobile devices, apps and app stores that would limit time and select content 
based on the age group when using the mode, although parents can bypass the 
restrictions.

Other restrictive measures proposed or implemented target the use of specific 
devices or the use of such devices in specific contexts. In France, the committee 
report mentioned previously recommends that children under eleven should not 
use mobile phones at all (Bousquet- Bérard and Pascal, 2024). In several countries, 
a ban on the use of mobile phones in schools is recommended by the government 
and implemented in schools. In the United Kingdom, the Department of Education 
has issued non- statutory guidelines for schools on how to incorporate a ban on 
mobile phones during the school day into their school policies (UK Department 
of Education, 2024). Also in Belgium, for example, the 373 kindergartens, pri-
mary and secondary schools of the network Wallonie- Bruxelles Enseignement have 
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implemented smartphone bans for school year starting in September 2024 (vrtnws, 
2024), and the Flemish government recently announced that a complete ban on 
smartphone use will take effect in Flemish primary schools and the first four years 
of secondary schools from September 2025 onwards (De Tijd, 2024).

Some measures target specific types of services or applications, particularly 
social media or online games, or prescribe what content children can access. For 
example, the French committee report recommends smartphone use from the age 
of thirteen, but without social media applications, which should only be available 
from the age of fifteen (Bousquet- Bérard and Pascal, 2024).

Similarly, in Australia, the federal government has drafted legislation to impose 
a minimum age of sixteen to use social media platforms (Kaye and Jose, 2024; 
Campbell, 2025).

The Chinese government has been enacting restrictions on children’s playtime 
since the early 2000s (Zendle et al., 2023). In 2019, the “Notice on the Prevention 
of Online Gaming Addiction in Juveniles”2 introduced a gaming limit for children 
(individuals under the age of eighteen) for up to ninety minutes each day and three 
hours on public holidays. This Notice was updated in 2021 in an even stricter way, 
stipulating that online gaming companies may only offer services to minors for 
one hour between 20:00 and 21:00, and that they are only able to do so on Fridays, 
Saturdays, Sundays and statutory holidays (Xiao, 2021).

In the European Union and United States, discussions are also emerging around 
the banning of the addictive elements contained in certain digital services that are 
particularly popular with children (i.e., online games, social media, streaming). Such 
features include endless scrolling and default autoplay. The European Parliament 
has even stressed the need for a digital right not to be disturbed, as they consider 
that these addictive features are currently not (or insufficiently) addressed in the 
existing EU legislative framework (EP, 2023). In the United States, the New York 
bill known as the “Stop Addictive Feeds Exploitation (SAFE) For Kids Act”3 aims 
to regulate how social media companies present posts to children. It would require 
posts to appear in the order they are issued by followed accounts, effectively elim-
inating the role of algorithms that currently curate and shape children’s content 
streams on these platforms.

15.3.2 A children’s rights perspective on proposed or introduced restrictions:  
is a right not to use the Internet necessary?

From a children’s rights perspective, it can be questioned whether and what types 
of restrictions on children’s Internet and screen time are in their best interests? 
The more restrictive these limitations are, the greater the risk of infringing on 
other rights, not only of children but also of their parents, who are also afforded 
autonomy in the decision- making about their children’s upbringing in Article 5 
UNCRC. According to the UN Committee on the Rights of the Child, states should 
implement safety and protective measures in accordance with children’s evolving 
capacities (UN Committee on the Rights of the Child, 2021: para 82).
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Children –  who are defined in the UNCRC as every human being under the 
age of eighteen years –  are not a homogenous group. As they progress throughout 
childhood, they develop, become more mature and their needs in terms of protec-
tion or agency change. This does not only mean that parents or caregivers must 
adapt their direction and guidance as children grow older, but also that policy 
measures that restrict children’s behaviour or acts might need to be differentiated 
according to age (Varadan, 2019). Deciding on which measures are appropriate 
for which age is difficult as children develop at a different pace. Such decisions 
often fall short of individual children’s needs but might be considered necessary 
to benefit children as a group (United Nations Committee on the Rights of the 
Child, 2013). Decisions –  for instance, on age- based access or time restrictions 
or default settings –  need to balance children’s interests and should be evidence- 
based and grounded in research on child development and effects of technology 
use. In a next stage, to effectively implement age- specific measures, digital service 
providers would need to have reliable age assurance mechanisms in place. Such 
mechanisms are, however, controversial, and scholars, policymakers as well as 
data protection authorities have voiced concerns about both the effectiveness of 
current methods and the potentially invasive data collection practices they involve 
(Sas and Mühlberg, 2024).

Another consideration regarding restrictions is the potential negative impact on 
children who are vulnerable due to their socio- economic status or family situation. 
For example, in households where a smartphone is the only device through which 
children can access the Internet, smartphone bans could deny a significant group 
of children access to important opportunities for accessing information, play and 
socialisation.

The debates on prohibitions or restrictions on the use of devices, the Internet 
or specific services for children should be guided by the best interests of the child, 
which requires balancing their different rights and interests and that of others. In 
the context of this chapter, a pertinent question is whether a right not to use the 
Internet would be helpful in carrying out this balancing exercise? The rationale 
underlying the prohibitions and restrictions on the use of devices, the Internet or 
specific services for children clearly relates to protecting children from negative 
impacts on their rights to development and well- being, health and protection from 
harmful content or violence. Cyberbullying is often cited as a factor in driving 
these measures (Reed and Dunn, 2024), due to its harmful effects on children’s 
mental health. Preventing or combating Internet (or specifically gaming) addiction 
or excessive spending online is another driver. Efforts to prevent obesity and 
the negative effects of excessive screen time and sedentary lifestyles have also 
contributed to the push to limiting screen time (e.g., Barnet et al., 2018). More 
specifically, research has shown that screen use can contribute to, among other 
things, sleep deprivation and eye disorders (Bousquet- Bérard and Pascal, 2024), 
further impacting children’s overall health and development. In addition, there is 
an increased focus on the educational benefits of reducing screen use, as excessive 
screen use has been linked to poor academic performance (UNESCO, 2023).
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At the same time, the scientific evidence of the harmful effects of screen use or 
specific applications on children’s health and well- being is not (yet) robust, conclu-
sive or generalisable (e.g., Orben et al., 2022; Valkenburg et al., 2022), and scholars 
have argued that the relationship between digital technology and children’s (mental) 
health is more complex than often assumed (Johns Hopkins Bloomberg School of 
Public Health and United Nations Children’s Fund, 2022). To illustrate, researchers 
exploring the link between adolescents’ use of digital technology and their mental 
health in different countries found inter alia that time spent on the Internet did not 
appear to be strongly linked to children’s life satisfaction and concluded that results 
from one country should not be assumed to transfer to another (Kardefelt- Winther 
et al., 2020). A meta- analysis has shown that the most robust studies suggest that 
moderate use of digital technology tends to be beneficial for children and young 
people’s mental well- being (Kardefelt- Winther, 2017). A systematic review of 
existing evidence linking social media and adolescents’ health also concluded that 
it “did not support the conclusion that social media causes changes in adolescent 
health at the population level” (National Academies of Sciences, Engineering, and 
Medicine, 2024).

Other scholars warn about the discourse of policymakers and media outlets who 
claim a national mental health crisis is to blame on smartphone use and social 
media (boyd, 2024). They refer to it as a new moral panic reappearing time and 
again whenever new technological developments take place. Phenomena which 
emerge in society, such as mental health issues, tend to be caused by a variety of 
socio- economic factors, rather than just by the technology which is at the centre of 
a moral panic (Livingstone, 2007). Simply banning access to technology will hence 
not provide a magic solution to such complex problems. On the contrary, it has 
been argued that bans could inadvertently increase children’s vulnerability online. 
Restricting their ability to interact freely may limit valuable social opportunities, 
and when children bypass these restrictions, they may be less likely to seek help 
from adults when needed (Third, 2024). Importantly, conflicting or non- conclusive 
evidence on the effects of certain technologies, devices or applications does not 
necessarily mean that states should not act at all. In a children’s rights context, the 
precautionary principle might require states to act if there are certain –  not neces-
sarily absolute –  scientific indications of a potential danger and if not acting upon 
these indications could inflict harm (Livingstone, 2007; Lievens, 2021). Where the 
threshold lies is complex, and, in any case, all relevant rights and interests must be 
weighed against each other. Yet, even if states would act, given the rationale, it can 
be argued that the legal ground for states to do this can be found in the provisions 
of the UNCRC regarding the child’s right to health (Article 24) and protection from 
violence (Article 19). Other provisions, relating to the right to privacy (Article 
16) and protection from commercial exploitation (Article 32 UNCRC), might be 
relied on to address concerns about data- driven commercial practices which keep 
children engaged on platforms for long periods of time. This means that, arguably, 
a new right not to use the Internet is in this context not imperative to compel states 
to take actions that would benefit children.

  

 

 

 

 

 

 

 

 



248 The Right Not to Use the Internet

15.4 Participation: giving children a voice

Over the past years, although still too sparsely, increasing attention has been 
devoted to listen to what children have to say regarding their experiences in and 
attitudes towards the digital environment (European Schoolnet, 2021), in line with 
Article 12 UNCRC and the child’s right to be heard. Studies and consultations 
with children predominantly focus on their opinions on the importance of having 
access to digital devices, platforms and services, on the one hand, and the risks they 
encounter throughout the use thereof, on the other hand. To date, conversations 
with children on whether they think there should be a right not to use the Internet 
are not yet happening, or not yet reported on (to the best of our knowledge).

At the same time, children do express certain doubts or concerns that might 
be related to the issues discussed previously. In the Flemish Apestaartjaren study 
(Vanwynsberghe et al., 2024), for instance, 25% of child respondents express that 
they experience stress if they receive messages from teachers outside of schooltime 
or that they keep thinking about school because they might get messages through 
the digital learning platform. Additionally, 45% of respondents indicate that they 
spend too much time on screens. As another example, in the international con-
sultation with children to inform the UNCRC General Comment No. 25, children 
articulated a nuanced perspective on the health aspects of (excessive) digital tech-
nology use. On the positive side, they noted its value in accessing information 
and support for various health issues. However, they also associated the overuse 
of digital technology with serious mental and physical health effects (Third and 
Moody, 2021). More specifically, children expressed concerns that spending long 
periods engaged with digital technologies could reduce time for physical activity 
and hinder the development of social skills. These results seem to indicate that a 
certain right to disconnect or as it could be put –  not use the Internet sometimes –  
would benefit at least some children.

15.5 Conclusion

Children’s lives today are entangled with digital technologies and online spaces, 
which is neither only beneficial nor only detrimental, but much more complex 
(Reed and Dunn, 2024). Our research shows that the debate regarding a poten-
tial right not to use the Internet for children is still in its infancy and that it can be 
approached from various angles. At this moment in time, and in the context of this 
debate, we believe that the UNCRC and the way it has been interpreted in General 
Comment No. 25 provides promising guarantees for reaching the multidimensional 
objectives engrained in the instrument.

From a provision perspective, although efforts are being undertaken to afford 
children optimal access to the Internet, they might not always want this, or at least 
not all of the time. The UNCRC does provide incentives for states to offer children 
offline alternatives in an increasingly digital world. Being disconnected at times 
might be in the best interests of (certain) children, and hence, states should take 
measures to achieve this.
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From a protection perspective, states might want children not to use the 
Internet in order to mitigate a negative impact. At present, evidence is not con-
clusive about the actual harm that certain risks may cause, but the precautionary 
principle might justify state action. When action is taken, states will be able to 
rely on existing UNCRC obligations to shield children from harm and ensure 
their physical and mental health and do not necessarily need a right of the child 
not to use the Internet in order to compel them do so. Balancing different rights 
in that regard is key.

From a participation perspective, it is important to be aware the debate might 
suffer from generational bias (Reed and Dunn, 2024), where adults decide on 
whether children may or may not have a right not to use the Internet without 
consulting them. Moreover, the fact that we see potential in the UNCRC and 
its teleological interpretation does not mean that states, industry, educational 
institutions and parents should not engage in a more profound dialogue on the 
desirability or need for such a right in the future, what it entails and what it could 
achieve. Such dialogues imperatively need to occur with the involvement of chil-
dren. Their views on whether a right not to use the Internet is meaningful, neces-
sary or completely redundant, would provide valuable input for policymakers who 
are considering the adoption of measures in this area.
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Notes

 1 For an unofficial English translation of these draft guidelines see China Law Translate 
(2023). Guidelines for the Establishment of Minors’ Modes for the Mobile Internet (Draft 
for solicitation of comments). www.chinal awtr ansl ate.com/ en/ kid- mode- gui deli nes/ .

 2 For an unofficial English translation of this instrument see Xiao, L. Y. (2019). People’s 
Republic of China Legal Update: The Notice on the Prevention of Online Gaming 
Addiction in Juveniles (published 25 October 2019, effective 1 November 2019). www.
goo gle.com/ url?sa= t&sou rce= web&rct= j&opi= 89978 449&url= https:// osf.io/ j2uz9/ 
downl oad&ved= 2ahUKEwihjbmug8y IAxV BzwI HHb9 ZPVs QFno ECBk QAQ&usg= 
AOvVa w0gA 3tb4 pSPq QuLM SiG3 4lW.

 3 Senate Bill S7694A. www.nysen ate.gov/ legi slat ion/ bills/ 2023/ S7694/ amendm ent/ A.
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